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Many fusion integral experiments were performed
during the last decade within a well-established collab-
oration between the United States and Japan on fusion
breeder neutronics. These experiments started in 1983
and aimed at verifying the prediction accuracy of key
neutronics parameters based on the state-of-the-art neu-
tron transport codes and basic nuclear databases. The
tritium production rate (TPR) has the prime focus
among other reactions, The experimental and calcula-
tional data sets of local TPR in each experinient were
interpolated to give an estimate of the prediction un-
certainty, u,, and the standard deviation, a; of the line-
integrated TPR, a quantity that is closely related to the
total breeding ratio (TBR) in the test assembly. A novel
methodology developed during the collaboration was
applied to arrive at estimates to design safery factors
that fusion blanket designers can use to ensure that the

achievable TBR in a blanket does not fall below a min-
imum required value. Associated with each safety fac-
tor is a confidence level, designers may choose to have,
that calculated TPR will not exceed the actual measured
value. Higher confidence levels require larger safety

Jactors. Tabular and graphical forms for these factors

are given, as derived independently for TPR from Li-6
(Ts), Li-7 (T7), and natural lithium (T, ). Further-
more, distinction was made between safety factors
based on the technique applied, discrete ordinates
methods, and Monte Carlo methods in the U.S. calcu-
lations, JAERDI’s calculations, and in both calculations
considered simultaneously. The derived factors are ap-
plicable to TPR in Li,O breeding material; neverthe-
less, the results can be used as initial guidance to assist
in resolving the tritium self-sufficiency issue in other
breeding media.
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I. INTRODUCTION

Verification of the anticipated performance of the
major fusion reactor components prior to construction
through integral experiments is an integrated part of
the design process. This is required to provide enough
cxperimental databases for approval and licensing pur-
poses, on one hand, and to verify the prediction capa-
bility and generation of design safety factors, on the
other. Generally, the neutronics research and develop-
ment (R&D) issues cover scveral areas including but not
limited to the tritium production rate (TPR) in a breed-
ing media, induced activation and decay heat, nuclear
heating, bulk and biological shield, and radiation
streaming through open paths. One of the prime goals
for utilizing fusion cnergy is to sustain self-sufficiency
in tritium in reactors based on the deuterium-tritium
(D-T) fuel cycle.!”? Failure to mcet certain accuracy
requirements in TPR prediction is therefore a critical
issue that could rule out some blanket concepts. To
resolve this particular issue, many fusion integral ex-
pcriments*** on tritium breeding measurements and
analysis were performed during the last decade within
the U.S. Department of Energy (U.S. DOE)/Japan
Atomic Energy Research Institute (JAERI) collabora-
tion on fusion blanket neutronics with the objective of
quantifying the overall uncertainties in TPR prediction
with current calculational tools and databases. The ex-
periments utilized the 14-MeV neutron source located
at the Fusion Neutronics Source (FNS) facility at
JAERI. Local TPR throughout a Li,O test assembly
was measured, among other reactions, under varying
operational and geometrical conditions. Among the
conditions varied are the following: a 14-MeV point
source versus a simulated line source, open geometry
versus closed geometry, etc. The parameter used for
code and data verification is the ratio of calculated-to-
experimental valuc, c/c.

The objective of this paper is to evaluate the over-
all prediction uncertainty in TPR from Li-6 (T¢), Li-7
(T,), and natural lithium (T,). The experimental and
calculational data sets of local TPR in each experiment,
i, were propagated to give estimate to the prediction
uncertainty, u;, of the line-integrated TPR and its stan-
dard deviation, ;. The line-integrated TPR was cho-
sen as the response since it is closely related to the total
breeding ratio (TBR) in the test assembly. An approach
was also pursued to give estimates to the prediction un-
certainty in the volume-integrated TPR based on mea-
surements and calculations of local TPR in the traverse
direction. The methodology discussed in Part I of this
paper® was applied to arrive at estimates to design
safety factors that fusion blanket designers can use to
ensure that the achievable TBR in a blanket does not
fall below a minimum required value (see Ref. 1). These
correction/safety factors were determined and com-
pared under several conditions including the calcula-
tional method and database used, the measuring
FUSION TECHNOLOGY
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technique applied, and source and geometrical condi-
tions of the test assembly.

In Sec. 11, the experiments performed during the
collaborative program and the experimental techniques
used to measure TPR are briefly described with empha-
sis on the difference in the geometrical arrangements
among these experiments. Brief discussion on the cal-
culational methods used is given in Sec. 111. Section [V
is devoted to describing the calculational procedures
followed to estimate the prediction uncertainty in the
line-integrated TPR, u;’s, and their associated standard
deviations, o;’s. Procedures to estimate similar param-
eters are also given in Sec. IV for the volume-integrated
TPR. Section V gives the normalized density functions
(NDFs) constructed from the parameters u;’s and o;’s,
and used to derive safety factors (in graphical and tab-
ular form) for the line-integrated Ty, T, and T,,. The
conclusions of this work are cited in Sec. VI.

Il. THE EXPERIMENTS

II.A. Description

Phase I experiments, started in October 1984 and
completed in March 1986, are characterized by being
performed in an open geometry with a 14-MeV point
source. The test assembly is a cylinder of diameter D =
60 cm and length L = 61 cm constructed from Li,O
blocks of different sizes; most of them are of the di-
mensions 5.08 cm x 5.08 cm x 5.08 ¢cm. The test assem-
bly is loaded in the experimental cavity connecting
target room 2 (4.96-m X 4,96-m X 4.5-m height), where
the experiments were performed, and the large target
room 1. The physical center of the rotating target (neu-
tron source generator for the 14.1-MeV neutrons) is at
a distance of ~2.48 m from the side walls and at 2.7 m
and 1.8 m from the ceiling and the {loor level, respec-
tively. Three categories of experiments were conducted:

1. The reference experiment (P1-REF), the test as-
sembly consisted of a single Li,O material.

2. The first wall experiments, a 0.5-cm-thick stain-
less steel first wall (316SS) was placed in front of the
Li,O assembly; then a 0.5-cm-thick polyethylene (PE)
plate was placed between the first wall and the assem-
bly. This sequence of experiments was repeated, but a
1.5-cm-thick first wall was deployed instead, as shown
in Fig. 1a. This series of experiments is designated by
(P1I-WFW).

3. The beryllium experiments, three configurations
were assembled, i.e., S-cm-thick Be, 10-cm-thick Be,
and 5-cm-thick + 5-cm-thick Be layers were placed in
front of the Li,O assembly, separately, as shown in
Fig. 1b. This series of experiments is designated by (P1-
WBE). Details of the measurements and analysis per-
formed in this phase can be found in Refs. 4, 5, and 6.
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Fig. 1. Arrangements for (a) the first wall experiments (WFW) and (b) the beryllium experiments (WBE) of Phase I.

Phasc Il experiments were also performed in tar-
get room 2 with a point source. The test assembly is a
rectangular shape of dimensions 86.4 cm x 86.4 cm x
60.71 cm and was placed at one end of a rectangular
enclosure made of Li,CO,, and the D-T neutron
source was placed inside the cavity at a distance ~78 cm
from the square front surface of the test assembly as
shown in Fig. 2. The dimensions of the inner cavity
were 87 cm X 87 cm X 124 ¢cm, and the thickness of the
L1,CO; enclosure was 20.5 cm. A 5-cm-thick PE layer
was included at the outer surface of the enclosure in or-
der to eliminate the low-energy, room-returned com-
ponent of the neutrons reflected by the room wails and
reentering the test zone.

Three experiments were performed in Phase I1A.
The first is the reference (P2A-REF) experiment where
only the Li1,O matcrial constituted the test assembly. In
the second experiment, designated by (P2A-BEF), the
first 5 cm at the front were replaced by beryllium. A
5-cm-thick Be layer was sandwiched between a 5-cm-
thick Li,O front layer and the rest of the LiO test
zone in the third experiment, designated (PZA-BES),
as shown in Fig. 2a. The experiments performed in
Phase 1IB were similar except that the inner surface of
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the Li,COj5 enclosure was covered by a 5-cm-thick Be
layer in addition to a 0.5-cm-thick SUS-304 first wall as
shown in Fig. 2b. Three experiments were performed:
The reference (P2B-REF) experiment had no Be layer in
front of the Li,O test zone; the beryllium front (P2B-
BEF) experiment (0.5-cm-thick Be layer preceded the
Li,O test assembly) was without a first wall, and the Be
front experiment was with a first wall (P2B-BEFWFW)
of 0.5-cm thickness. Details of the measurements and
analysis for Phases [1A and IIB can be found in Refs. 7
through 15.

Two experiments were performed in Phase [[C that
focused on the heterogeneity effects on tritium produc-
tion and other reaction rate profiles, namely,

1. The water coolant channel (P2C-WCC) exper-
iment: In this experiment simulated water coolant
channels were introduced in the assembly with the di-
mensions shown in Fig. 3a. One coolant channel was
placed behind a 5-mm-thick first wall that preceded the
Li,0 test assembly (—60 cm thick) and two other chan-
nels were placed at a depth of 10 cm and 20 cm, re-
spectively, and three drawers were utilized as shown in
Fig. 3a.

FUSION TECHNOLOGY
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2. The multilayer beryllium edge-on experiment
(P2C-BEO) in which multiple layers of Li-O and be-
ryllium were arranged in an edge-on, horizontally al-
ternating configuration for a front depth of 30 ¢m
followed by the Li,O breeding zone and three drawers
were also utilized, as shown in Fig. 3b. More details on
this phase can be found in Refs. 16 through 22.

In Phase I11A, the geometrical arrangement and
source conditions were different from previous phases.
An annular test assembly of 204-cm length and outer
dimensions of 130.1 cm x 130.1 cm with inner square
cavity dimensions of 42.55 cm X 42.55 cm was moved
periodically back and forth relative to a stationary point
source, and hence, a simulated linc source was created
at the central axis of the cavity. The test assembly con-
sisted of a 1.5-cm-thick Type 304 stainless steel first
wall followed by a 20-cm-thick Li,O zone and a
20-cm-thick Li,CO4 zone, as shown in Fig 4. The outer
surface was covered by a 1.6-cm PE layer, and both
ends of the assembly were left open. The length of the
simulated line source was 200 cm. Three radial draw-
ers were installed through which measurements were
taken: namecly drawer A (its center at axial distance
z = —53.4 cm, ends of assembly at z = +102 cm),
drawer B (z = —2.53 cm), and drawer C (z = 48.35 cm).
In Phase I1IB, a 2.54-cm-thick carbon layer was added
FUSION TECHNOLOGY
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at the inner surface of the cavity to act as an armor zone
found in fusion reactors. In Phase [1IC, a squared
opening of 376 x 425.5 mm was made at the center of
the Phase 111B system whose cavity is lined by graph-
ite. Measurements of TPR were made at the three draw-
ers (A, B, and C) facing the large opening and along
a radial drawer D adjacent to the opening itself. More
details on Phase [1] experiments can be found in Refs.
23 through 31. Table I summarizes all the experiments
considered in this study. In some of these experiments,
the prediction uncertainty in TPR was calculated sep-
arately in several subzones inside the breeding zone. For
example, in the beryllium sandwiched experiment of
Phase 1A (P2A-BES), two subzones were considered
(zone 1 in front of the Be layer and zone 2 behind it).
Five subzones (zone 1 to zone 5) were considered in the
water coolant channel experiment of Phase IIC (P2C-
WCC) whose boundaries are described in Ref. 21. Ad-
ditionally, in the experiment (case) labeled P3A-AlL, the
experimental and the calculational data sets in the three
drawers A, B, and C were combined together to give
an overall profile of the TPR averaged over the three
drawers.

Il.B. Measuring Methods

Several techniques were used to measure the local
tritium production rate from Li-6 (T). These are the
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Fig. 3. The test assembly used in the Phase 11C experiments: (a) water coolant channels (WCC) arrangement, and (b) be-

ryllium edge-on arrangement (BEQO).

Li-glass on-linc method,** the Li-metal method, and
the Li,O pellet method. Tritium production rates from
Li-7 (T7) were measured indirectly by the NE213 detec-
tor*®> and by Li-metal and Li,O pellet detectors. The
TPR from natural lithium (T,)) was measured by the
Li,O peliet and the composed method. In the later,
the TPR from Li-6 measured by the Li-glass detector
and the TPR from Li-7 measured by the NE213 method
at a particular spatial location were combined (using
the natural enrichment value of Li-6, a, = 0.0742) to
arrive at an experimental value for T, . In addition zonal
technique was used to measure Tg, T+, and T, using
the liquid scintillation method. The measurements with
this technique were performed on the Li,O blocks
along the central axis of the assembly whose dimensions
are ~5cm X Scm X 5 cm. Details of these ineasuring
techniques can be found in Refs. IS5, [7, and 8.
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IIl. CALCULATIONAL METHODS

Both the deterministic [discrete ordinates (DQ)} and
the Monte Carlo (MC) methods were used in analyzing
the experiments except for the BEO and Phase 111C ex-
periments which called for three-dimensional treatment
by the Monte Carlo method. In the U.S. calculations,
the MCNP code,*® version 3A, was used in analyzing
Phase | and [1A experiments while version 3B was ap-
plied in analyzing subsequent experiments. The point-
wise continuous energy/angle cross-section library
RMCCS/BMCCS, which is based on ENDF/B-V, ver-
sion 2, was used in the Monte Carlo analysis. The
DOT4.3 (Ref. 37) and DOTS. 1 codes were used in the
two-dimensional Sn treatment. The first collision code
RUFF (Ref. 38) was used to generate the uncollided
fluxes needed for the DOT calculations. The MATXS6

FUSION TECHNOLOGY
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Fig. 4. Geometrical arrangement for Phase [11A (simulated line source) experiment.

library® [80-group neutrons] was used in the DOT
calculations with P5-S16 approximation, while the
MATXSS (Ref. 39) [30-group neutrons] was applied
(P3-S16) in Phase 111 analysis. The beryllium data of
LANL (Ref. 40) was used in the U.S. analysis.

FLISION TECHNOLOGY YOL. 28 SEP. 199§

The MORSE-DD (Ref. 41) code was used by
JAERI in the MC calculations, and it utilizes the dou-
ble differential cross-section library DDL/J3P1 (125
neutron group) based on the JENDL3/PR1 data file.
In some cases, the GMVP code*? was also used to
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TABLE [

Abbreviation for the Experiments Conducted in Phases I, I1, and 111
Phase Experiment/Case Abbreviation
I Reference Experiment P1-REF
I First Wall Experiment-FW = 0.5 cm PI-WFW (0.5)
I First Wall Experiment-FW = 1.5 cm P1-WFW (1.5)
\ Beryllium Experiment-Be = 5 cm PI-WBE (5 ¢cm)
I Beryllium Experiment-Be = 10 cm P1-WBE (10 ¢cm)
1A Reference Experiment P2A-REF
ITA Beryllium Front Experiment P2A-BEF
1A Beryllium-Sandwiched Experiment P2ABES
IIB Reference Experiment P2B-REF
IIB Beryllium Front Experiment P2B-BEF
1I1B Beryllium Front with First Wall Expt. P2B-FEFWFW
[1C Water Coolant Channel Experiment P2C-WCC
1C Beryllium Edge-On Experiment P2C-BEO
1A Reference Experiment-Drawer A P3A-DA
1A Reference Experiment-Drawer B P3A-DB
1A Reference Experiment-Drawer C P3A-DC
1A Reference Experiment-Drawer A&B&C P3A-All
[IIB Armore Experiment-Drawer A P3B-DA
[1IB Armore Experiment-Drawer B P3B-DB
I11B Armore Experiment-Drawer C P3B-DC
I1IB Armore Experiment-Drawer A&B&C P3B-All
HIC Large Opening Experiment-Drawer A P3C-DA
[11C Large Opening Experiment-Drawer B P3C-DB
IIC Large Opening Experiment-Drawer C P3C-DC
[HIC Large Opening Experiment-Drawer D P3C-DD
HIC Large Opening Expt.-Drawer A&B&C P3C-All

reanalyze some experiments, particularly in Phase 11
with JENDL3 data. The FSXJP7 library (P, 125-g)
was used in JAERUI’s calculations with DOT3.5/
GRTUNCL codes*? and is based on JENDL3/PR2. In
folding the NE213 experimental data to obtain mea-
sured values for T,, the JENDL3/PR2 data for the
"Li(n,n’a)t cross section was used.

IV. THEORY

IV.A. The Prediction Uncertainty in the Line-Integrated TPR

Using the calculation data set, {z;,c;,03}, where zs
are the measuring locations at the central axis of the test
assembly, ¢;’s are the calculational data at locations
z’s, and aczi's are their associated variances, one finds
the curve that can best fit the data ¢;’s using the least-
squares fitting method.***> This can be undertaken by
finding a model to fit N’ data points (z;,¢;),i=1,...,
N’ which has M adjustable parameters (coefficients),
aq, 1 =1,...,M, such that the quantity

X2=‘§: [Ci_f(zivacl,---’acM) ? )

=1 O

394

is minimal. If “f” is a linear combination of specified
functions of z, i.e., Zy(z), then

M
f(2) = 23 an-Zi(2) (2)
k=1

and when x? is minimized, this leads to the normal
equations™

N° 1 M

0=2 —|c— 2, ack'zk(l)] Z(z) . (3)

i=1 Oci k=1
These equations are solved using the singular decom-
position matrix approach® to yield the fitting coeffi-
cients, a., k =1,...,M, and their covariance matrix,
COV(ag,ac ), which depends on the standard devia-
tions, o, at the measuring points z;, 1 =1,...,N". In
performing the line integration, two options could be
adopted. The fitting equation could be one of the fol-
lowing forms:

M
fz) = 3 ag-z""! (polynomials) (4)
k=1

M
f(z) = a -exp( > ag-z® "') (exponential) . (5)

k=2

FUSION TECHNOLOGY VOL. 28 SEP. 1995
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The second form is used when the fitted values vary
steeply with distance z (e.g., T near boundaries). In
the case of the polynomial form, the integration, C,
over a distance between Z, and Z, is given by

C= Zackf

yA

5 'dz (6)

and the variance of C, o, is given by

M h
=3, 2 i COV(ag,au )y » 7
k=! k'=1

72
fy :f z*"'dz . (8)
Zy

In the case of the exponential form, we have
M

Inf=F= ) ayz""
k=1

Z> 7y
C=f fdzzf e dz 9)
Z 4

1 ~1

where

and the variance of C, o&, is given by

2=3] 3 fi COViay,an i (10)
k=1 k'=1
where
Z;
f;:f fz*='dz . (11)
Z

Likewise, using the experimental data set, {z,e;,03},
we perform the above procedures to obtain the fitting
coefficients a.,’s, the covariance matrix COV(aey,ae),
the integrated value E, and its variance of. The predic-
tion uncertainty in the integrated TPR is quantified in
terms of the quantity, u, where u = (C/E — 1). The rel-
ative variance in u, o2 is the algebraic sum of g2, and
o&;i.e., the relative vanance in the integrated values
C and E given by 63, = 04/C? and o, = o2/E%, 1
spectively. No correlation has been assumed between
the integrated quantities C and E.

IV.B. The Prediction Uncertainty
in the Volume-Integrated TPR

In Phase I, the test assembly is assumed to be a
cylinder. Measurements for TPR were made along two
radial drawers in addition to axial measurements. To
quantify an estimate to the prediction uncertainty in
the volume-integrated TPR and its variance, the fol-
lowing is applied to the experimental and calculational
data sets, {z,e;,0%) and {z,c;,03]). We first perform
curve fitting to the data points {z;,f;,03} (f = c or ) on
the z axis of the test assembly and get the fitting coef-
ficients ay, k = 1,...,M, and the covariance matrix
COV(ay,ay ). Using the polynomial expansion case we
have
CTIICINMNAN TEALINNAY NV

VI 90 D 1005
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M

yo(r = 0,2) = D] az* ! . (12)
k=1

Next, we assume that the TPR at any location in the
test assembly has the following r and z dependence

y(r,z) = ¢(r)-yo(r = 0,2) , (13)

where for a given z = z;, ¢(r) is the ratio of the func-
tion at r to the corresponding function at r = 0. This
implies that the relative variation in r direction with re-
spect to the axial values at r = 0 is assumed the same
for all values of z. The function ¢(r) could be expressed
in polynomial form as

J
er)y=o(r)—1=2¢r . (14)
=1

For a given z = 7 (e.g., a radial drawer at z = z)), curve
fitting for the function ¢(r) is performed using the data
points, ¢92%(r;), obtained from the relation

e¥M(r) = [y*(r;,z)/yor = 0,2)] = 1,  (15)

where the relative standard deviation, ¢ dm(rel) at the
data points €92'3(r,) are obtained from the relation
0 iaa(rel) = 0 Zaualrel) = oydm(rel) + oyo(rel) , (16)

where oyzdala(rel) is obtained from the measured (or cal-
culated) data (i.e., is known) and

ol (rel) = ( 1 )
Yo
(17)

Now we can obtain from curve fitting in r direction the
coefficients by’s and covariance matrix COV(cj, ;) using
the data set {r,,ed"“al 0%a2). The volume-integrated
quantity, I, is given by

Z Z ¥~ COV(ay,a,)zk ! .

=1 k'=1l

r 73
I = 27rf r-o(r) drf yo(z2)dz = 2wl4l,, (18)
0 Z

g

and the variance of this integrated quantity is given by
of(rel) = o, (rel) + 01 (rel) , (19)

where ol [rel) = ol /Iio,

M M

of, 2 >, f, COV(ag,ai)fy , (20)
=1 k'=1
Z
szf #ldz, oR(re) =i /13, ()
Z,
ol¢ = E Z F COV(CJ,CJ )F¢ ’ (22)
i bk
and
. R H
Fj = 27rf ritldr . 23)
0
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When applying the above procedures to the calculational
and experimental data sets, we now have the quantities,
1.=C, ¢, 1. =E, and of,. The prediction uncertainty
in the volume-integrated TPR is u = (C/E — 1), which
has relative variance, o7, given by the algebraic sum of
ol and of,.

IV.C. The Prediction Uncertainty in TPR from Natural
Lithium (T,) as Obtained from the Prediction
Uncertainty in the Line-Integrated Tg and T,

In a given experiment, the prediction uncertainty
inT,, u, {=C,/E, — ), can be obtained from the pre-
diction uncertainty in the line-integrated T, ug, mea-
sured by the Li-glass method and from the prediction
uncertainty in the line-integrated T, u;y, measured by
the NE213 method. The governing expressions in this
case are

Cy =asCo + a7C5 E, = ag¢Eg + a5E- (24)
ot = ogol, + aied, , of =adof, + ajoi, (25
o5 = 0o, + o, (26)
od, =0, /C o, = ot /E} | 27)

where aq and o5 are the enrichment of Li-6 (0.0742)
and Li-7 (0.9258) in natural lithium and o¢, and 0.
are the variance in the integrated values C4 and C;.
Likewise, the variance in the integrated values E and
E, are of, and of,. The quantity o7, is the relative
variance of the calculated-to-experimental value,
C,/E,.

V. RESULTS AND DISCUSSION

The prediction unccrtainty in the line-integrated T,
and T [u; = (C,/E; — 1) X 100] in each experiment, i,
based on the DO and MC calculations along with the
associated standard deviations, *o¢;’s, were obtained
according to Egs. (1) through (11). The calculational
uncertainties in the Monte Carlo calculations are those
arising from the statistical treatment. In the discrete
ordinates case, the deviations g,’s include the experi-
mental errors only. No account was made in the cal-
culational errors to the contribution arising from
nuclear data uncertainties. Estimates to uncertainties
in TPR due to nuclear data uncertainties can be found
elsewhere.**~*¥ Furthermore, some of the experimental
errors were not readily available at some locations in
some of the experiments. In these cases, the following
experimental errors were assumed:

NE213 mcasurements ~6.5%
Li-glass, Li-metal, Li,O pellet ~3.5%
Measurements for Tg and T,

Zonal TPR for T,, T, ~3.5%,

Unlike other phases, the experimental errors of the
Li,O pellet in Phase 111 were large (=~10%).
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V.A. Volume- Versus Line-Integrated TPR

The prediction uncertainties in the volume-integrated
TPR in the reference experiment of Phase [ (P1-REF)
were calculated according to Egs. (14) through (23), and
the results were compared to those obtained for the
line-integrated TPR. As shown below, the prediction
uncertainties, u;, are within a few percent for the in-
tegrated quantities of T, and T,. This demonstrated
the validity of the assumptions and procedures dis-
cussed in Sec. I'V.B. Furthermore, the design safety fac-
tors derived tor the line-integrated TPR could be used

as reasonable indices for the design safety factors of
TBR.

Prediction

Uncertainty in TPR

Line- Volume-

Reference System | Transport | Integrated | Integrated
of Phase | Code (%0) (%)
TPR from Li-6 (T¢) | DOT4.3 11.5 10.1
MCNP 5.1 5.0
TPR from Li-7 (T-) { DOT4.3 19.4 20.1
MCNP 9.2 7.5

V.B. The Prediction Uncertainties in the Line-Integrated
TPR from Li-6 (Tg)

V.B.1. Li-Glass Measuring Technique

The prediction uncertainty in the line-integrated Ty
as obtained by the U.S. are shown in Fig. 5 based on
the Li-glass measurements. The counterpart uncertain-
ties based on JAERI's calculations are shown in Fig. 6.
Figure 7 shows the histogram of NDF of the prediction
uncertainty, u, based on all the discrete ordinates and
Monte Carlo cases of the U.S. shown in Fig. 5 and was
calculated according to the methodology described in
Ref. 3. Also shown is the NDF in the case where the
experimental errors are ignored while accounting only
for the calculational errors. The contribution to ¢;’s
that comes only from the calculational errors is repre-
sented by the black bars shown in Figs. 5 and 6 and in
subsequent figures. The Gaussian curves that have the
same niean prediction uncertainty, @, and standard de-
viation, g, [see Eqgs. (4) and (7) in Ref. 3] as those of
thie NDFs are also shown in Fig. 7 for comparison. The
Gaussian curves have close representation of the NDFs,
particularly in the case when the calculational and ex-
perimental (C&E) errors are included in the analysis.
Without considering the experimental errors, there are
more distinctive dips in the NDF, which is expected
since the error bars shown in Fig. 5 are shorter in this
case and less overlapping takes place between the pos-
sible prediction uncertainties among all the experiments
(cases) considered.
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Fig. 5. The prediction uncertainty in the line-integrated TPR from Li-6 (T¢) (U.S. calculations, Li-glass measurements).

The NDF based on JAERI’s cases given in Fig. 6
is depicted in Fig. 8. Comparing the Gaussian curves
that approximate the NDFs, the mean prediction un-
certainty, G, is lower than the one obtained by the U.S.
by ~3%. In addition, larger dips and peaks are found
in the NDF when only the C errors are considered than
those seen in Fig. 7 due to the fact that the statistical
errors in the Monte Carlo calculations of JAERI are
generally smaller than in the U.S. case, leading to lesser
overlapping among the uncertainty bars shown in Fig. 6.
Figure 9 shows the NDF for the prediction uncertainty
u constructed from all the cases shown in Figs. 5 and
6. Clearly in this case the NDFs are smoother than the
ones based only on the U.S. or JAERI calculations, and
their shape is closer to Gaussian.

The relationship between the accepted (adopted)
safety factor S, [=(u,/100) + 1 = C/E] and the asso-
ciated confidence level, (CL)y, in percentage, is shown
in Fig. 10 when the C&E errors are included (see Ref. 3).
The labels U.S., JAERI, and U.S.&JAERI denote
E1ISION TECHNOIL OGY

VOl 28 SFP 199§

that the curves are obtained from the NDFs given in
Figs. 7, 8, and 9, respectively. If no safety factor is
used (S, = 1 = C/E), the confidence level that calcu-
lated Tg will not exceed the actual measured value is
~42% in the U.S. case and ~46% in JAERI’s case.
To have a 100% confidence, the safety factor to be
used is 1.28 in the U.S. case and 1.18 in JAERI’s case.
(Statistically, no such a 100% confidence can be
achieved since there are uncertainties in the curves
shown in Figs. 7, 8, and 9 themselves due to the lim-
ited number of cases considered, n, whose magnitude
are ~1/n"2. The factors 1.28 and 1.18 can be viewed
as the largest values of C/E as evidenced from the
analysis of all experiments, considering both the ex-
perimental and calculational errors. They can also be
viewed as the most conservative correction/safety
factors.) Thus, for the same confidence level, the re-
quired safety factors are larger in the U.S. case than in
the JAERI case. Their values, however, approximately
assume the average between the two cases when the

397



Youssef et al,

FUSION INTEGRAL EXPERIMENTS AND DESIGN SAFETY FACTORS: APPLICATION

PREDICTION UNCERTAINTY (%)

©-20 -15 -10 -5 0 5 10 15 20 25
rTllllllllllll[ll|l llll]llll]llllllllllllll
P1-REF@
P1-WFW(0.5cm) @24
1
P1-WFW(1.6cm) EZZA4
P1-WBE(5cm) EZZ22)
t
1
e ¢ 15 ¢ s !
' 62A-REF pemiRe 7777771
P2A-BEF EZZZA [ ]
P2A-BES 2
P P2B-REF | AT
]
pP2B-BEF !
P2B-BEFWFW DEENSR 27777 !
I .
P2C-BEO EmmER : JAER! Calculations
SN P2C-WCC \
|
I
P3A-DIB
P3A-DC ERRES [ B i L v
P3AqA| RN
1
p3p.c N7 777 B wvonrseDp
P3B-Al 7777
: O emve
|
P3C-DB I - ) ,
. 7
pac-Dc I -——— /] oot
[}
1
. MEASUREMENT: Li-glass
Ly peean M) ]y | ) MEASUREMENT: Li-glas

Fig. 6. The prediction uncertainty in the line-integrated TPR from Li-6 (T) (JAERI’s calculations, Li-glass measurements).

NDF constructed from all cases shown in Figs. 5 and
6 is used to derive the (CL), — Sy curve, In this later
case, the most conservative safety factor is the largest
factor obtained from the U.S. and the JAERI cascs
when treated separately (i.e., S, ~ 1.28). The (CL), — Sy
curves when only the C errors are considered are shown
in Fig. 11. The above observations still hold in this
case. For the same confidence level, the required safety
factors are smaller than those shown in Fig. 10. At
(CL), = 100%, S, = 1.24 and 1.14 in the U.S. and
JAERI cases, respectively, and are lower than the cor-
responding ones (S = 1.28 and 1.18) shown in Fig. 10
by ~3%; a value which is comparable to the experimen-
tal errors of the Li-glass measurements. Note that the
NDFs shown in Figs. 7, 8, and 9 arc based on Au; =
2%. It was shown in Ref. 3 that using a wider interval
width leads to more conservative estimates io the de-
sign safety factors. Therefore, in the analysis given
hereafter, Au; = 5% was considered.
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V.B.2. Other Measuring Techniques

The prediction uncertainty based on the Li-pellet,
Li-metal, and zonal measurements is shown in Figs. 12,
13, and 14, respectively. The number of cases, N, in
these measurements is less than in the case of Li-glass
measurements, The Gaussian distributions that approx-
imate the NDFs are shown in Figs. 15 and 16. Table 11
gives the mean uncertainty, i, the standard deviation,
g, the root mean square value, u,,., and the most
probablc value, uy,, as obtained from the constructed
NDFs (not the Gaussians) for each measuring tech-
nique. These parameters are additionally given in Ta-
ble II for the case of including only the calculational
errors in the analysis. The pertaining parameters when
all the cases in each measuring method are considered
together in deriving the NDFs are also shown in the fig-
ures and table; that is, no distinction has been made
among the measuring techniques.
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Fig. 8. Normalized density function of the prediction uncertainty of T (JAERI’s codes and data — Li-glass measurements —
all phases).

According to Table 11, the mean uncertainty, i, in likely that the calculations performed to estimate Tg
all cases is positive, even when the experimental errors production by blanket designers are larger than the ac-
are not accounted for (with one exception: Li-glass, tual measured values and this emphasizes the need to
JAERI, C errors only). This reflects that it is highly  apply safety factors. The least uncertainty is obtained
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Fig. 10. Confidence level for calculations not to exceed measurements as a function of design safety factors for Tg (all
phases — Li-glass measurements — C&E errors are included).

with the Li-glass method and the largest uncertainty is
obtained with the Li-pellet technique (Li-metal tech-
nique in JAERI’s case). This is true also in the case of
including only the C errors. The differences among
these least and largest values are ~6%. If only the C

400

errors are included, the differences among all tech-
niques are ~8%, which could be qualitatively viewed
as a conservative estimate to the differences found
among various techniques in measuring Ty4. However,
the spread around the mean, g, varies as 7.5 to 9.8%
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Fig. 11. Confidence level for calculations not to exceed measurements as a function of design safety factors for Ty (all
phases — Li-glass measurements—C errors only are included).
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Fig. 12. The prediction uncertainty in the line-integrated TPR from Li-6 (T¢) (measurements: Li-pellet method).

(U.S.) and 3.7 to 11% (JAERI). This spread is ~7.9 When the cases considered in each measuring
t0 9.7% (U.S.) and 3.9 to 12.4% (JAERI) in the case  method are combined, the mean prediction uncertainty
of including only the C errors, and thus, the differences is ~5% (U.S.) and 2% (JAERI) with a standarc_i devi-
among techniques in evaluating @ fall within this spread  ation of ~9% (U.S.) and 8% (JAERI). These estimates
in the prediction uncertainty. are closer to (but larger by ~2% than) those obtained
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with the Li-glass method since the number of cases, N,
considered with this technique is considerably larger
than those accounted for in other methods. When all the
results of the U.S, and JAERI (denoted U.S.&JAERI)
are combined for all measuring techniques, tae predic-
tion uncertainty is ~3.5% with a standard deviation
of ~8.8%. These values are somewhat between those
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ed TPR from Li-6 (Tq) (measurements: zonal method).

obtained by the U.S. and JAERI when their cases are
treated separately.

V.B.3. Design Safety Factors

Figures 17 and 18 give the design safety factors and
the associated levels of confidence based, respectively,
on the U.S. and the JAERI calculations. If no safety
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factors are used (S = 1), the confidence levels based
on Li-glass, Li-metal, zonal, Li-pellet, and all measur-
ing methods are respectively as follows:

~38, ~23, ~24, ~15,and ~30% (U.S.)

~45, ~27, ~8, ~28, and ~38%  (JAERI)

~43, ~25, ~17, ~21, and ~34% (U.S.&JAERI).
FUSION TECHNOLOGY VOL. 28 SEP. 1995

The U.S.&JAERI results shown above are based on the
constructed NDF (not shown) from the U.S. and the
JAERI cases, combined together. All these confidence
levels are lower than 50% indicating that the calcula-
tion of Ty is overpredicted and the least overprediction
(larger confidence level) is in the case of the Li-glass
method. The largest overprediction is obtained by the
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TABLE 11

Statistical Parameters of the Prediction Uncertainty, u (%), of TPR
from Li-6 (T,) as Obtained from Various Experimental Methods

FUSION INTEGRAL EXPERIMENTS AND DESIGN SAFETY FACTORS: APPLICATION

Calculational and Experimental Calculational Errors Only
Error Included Included
Method U.S. JAERI U.S. & JAERI U.S. JAERI U.S. & JAERI

Li-glass

Number of cases considered 50 58 108 50 58 108

0 (average) 3.17 0.22 1.63 2.05 -1.27 0.43

g, (standard deviation) 8.75 7.87 8.43 8.11 8.09 8.27

U,ms (root mean square) 9.31 7.87 8.58 8.36 8.19 8.28

Ump {most probable) 0 2.5 2.5 -2.5 0 -2.5
Li-pellet

Number of cases considered 15 16 31 15 16 31

i (average) 8.97 4.69 6.89 9.89 5.44 8.0

g, (standard deviation) 8.95 6.84 8.28 9.43 7.29 8.86

U,m (root mean square) 12.67 8.28 10.77 13.66 9.10 11.94

Uy, (most probable) 7.5 5.0 7.5 5.0 -2.5 7.5
Li-metal

Number of cases considered 14 14 28 14 14 28

U (average) 6.53 6.35 6.45 5.76 6.67 6.16

g, (standard deviation) 9.79 11.03 10.38 9.74 12.39 10.99

U, (root mean square) 11.77 12.73 12.22 11,31 14.07 12.60

Up, (most probable) 2.5 2.5 2.5 2.5 7.5 5.0
Zonal

Number of cases considered 7 7 14 7 7 14

0 (average) 5.74 4.81 5.33 5.5 3.61 4.79

g, (standard deviation) 7.46 3.73 6.15 7.92 3.93 6.77

U,m, (root mean square) 9.41 6.08 8.14 9.64 5.34 8.29

Upmp (most probable) 5 2.5 5.0 2.5 2.5 2.5
All methods

Number of cases considered 86 95 181 86 95 181

u (average) 4.95 2.09 3.52 4.35 1.3 2.95

g, (standard deviation) 9.14 8.39 8.89 9.09 9.21 9.27

U, (root mean square) 10.39 8.65 9.56 10.10 9.31 9.73

Up, (most probable) 2.5 2.5 2.5 2.5 2.5 2.5

Li-pellet method (U.S.) and zonal method (JAERI).
When all methods are accounted for, the confidence
levels are closer to those obtained in the Li-glass case.
The confidence levels in JAERI’s case are larger than
the ones bascd on the U.S. calculations. When results
from the U.S. and JAERI are combined, the values of
these levels are in between those of JAERI and the U.S.
The most conservative safety factors based on Li-glass,
Li-metal, zonal, Li-pellet, and all measuring methods
are respectively:

1.30, 1.35, 1.26, 1.30, and 1.35 (U.S.)
1.20, 1.35, 1.16, 1.20, and 1.35 (JAERI)
1.30, 1.35, 1.26, 1.30, and 1.35 (U.S.&JAERI).

The Li-metal method gives the largest safety factors,
and the least safety factors are obtained when measure-
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ments are performed with the zonal method. It should
be emphasized that the number of cases considered
using the zonal method is the least relative to the other
measuring techniques and to verify that indeed this
method gives the lowest safety factor at the 100% con-
fidence level will require more measurements (cases) to
be performed and added to those shown in Fig. 14.

V.B.4. Effect of Calculational Methods Applied

Distinction was made between the DO and MC cal-
culational methods in evaluating the required safety
factors in the case when results based on all measuring
techniques are considered. Figures 19 and 20 show the
NDF and the approximating Gaussian curves of the
prediction uncertainty obtained from the DO and MC
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(JAERI calculations —all phases).

methods used by the U.S. and JAERI, respectively. The
required safety factors as a function of the assigned
confidence levels are shown in Figs. 21 and 22, Table 111
gives the pertaining statistical parameters (0, oy, €tc.)
of the NDFs. The safety factors are summarized in
Table IV for several confidence levels. Given also in
E1ICINN TECHNO OGY

VO 7R CEFP 1QQ%

Figs. 21 and 22 and in Table IV are these factors when
the cases based on the two calculational methods are
treated together.

From the U.S. calculations, the mean value, 4,
based on the DO and MC methods is ~8 and ~2.6%,
respectively, (as opposed to ~5% when both methods

aAnn
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Fig. 19. Normalized density functions of the prediction uncertainties in T4 constructed from the DO and MC calculations
(U.S. calculations, all measuring methods, all phases).
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Fig. 20. Normalized density functions of the prediction uncertainties in T, constructed from the DO and MC calculations
(JAERI calculations, all measuring methods, all phases).

are considered together) with a spread, o,, of ~8% and 0.2% (as opposed to ~2% when both methods are
and 9%, indicating that the DO method tends to give  considered together), with a spread of ~7% and 9%
larger T¢ by ~5%. This is also true for the safety fac-  in the DO and MC cases, respectively. This again in-
tors at various confidence levels where they are 3 to 6% dicates that the DO method gives a larger mean T¢ by
larger in the DO case. In JAERDI’s calculation, @ is 5% ~4.8% and larger safety factors by ~2 to 5%. In both
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methods, the uncertainty, @, based on the U.S. calcu-
lations is larger than JAERI’s by 2 to 3% and the re-
quired safety factors are also larger by ~2to 5%. When
the U.S. and the JAERI cases are combined, the pa-
rameters, 4, oy, Sy, etc., have values that are in be-
tween those obtained by the U.S. and JAERI. On¢
notices that the safety factors shown in Figs. 21 and 22
and given in Table I'V increase by ~2% for every 10%
THICTANT TEAWINNT OGOV
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increase in the confidence level, (CL)y, up to (CL), =
~90%. Beyond this value, the required safety factors
change rapidly with (CL)y.

V.C. The Prediction Uncertainties in the Line-Integrated
TPR from Li-7 (T,):

The prediction uncertainty in the line-integrated
T, u;, and the associated standard deviation, +g¢;, in
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TABLE III

Statistical Parameters of the Prediction Uncertainty, u (%), of TPR
as Obtained from Various Calculational Methods

FUSION INTEGRAL EXPERIMENTS AND DESIGN SAFETY FACTORS: APPLICATION

Discrete Ordinates Method Monte Carlo Method
Method uU.sS. JAERI U.S. & JAERI U.S. JAERI U.S. & JAERI

T-6 (all methods)

Number of cases considered 43 42 85 43 53 96

0 (average) 8.03 4.58 6.32 2.55 0.18 1.36

o, (standard deviation) 8.08 7.12 7.81 9.20 8.78 9.07

U, (root mean squarc) 11.39 8.47 10.05 9.55 8.78 9.17

Upp (MOst probable) 7.5 5.0 7.5 -25 2.5 2.5

Design safety factor: (100% confidence)® 1.35 1.20 1.35 1.30 1.35 1.335
T-7 (all methods) )

Number of cases considered 40 39 79 39 50 89

i (average) 8.55 —0.89 3.96 2.03 0.02 0.94

o, (standard deviation) 9.65 7.95 10.04 10.63 10.46 10.59

Urms (root mean square) 12.89 8.00 10.79 10.82 16.46 10.63

Ump (most probable) 7.5 -7.5 2.5 5.0 —-10.0 -7.5

Design safety factor: (100% confidence) 1.30 1.26 1.30 1.335 1.30 1.35
T-n (all methods)

Number of cases considered 30 30 60 30 50 80

u (average) 6.50 3.06 4.87 2.34 —0.05 0.87

o, (standard deviation) 6.82 7.11 7.17 6.79 6.81 6.90

U.q (root mean square) 9.42 7.74 8.67 7.18 6.82 6.96

Ump (Most probable) 5.0 2.5 2.5 2.5 =2.5 ~2.5

Design safety factor: (100% confidence) 1.26 1.20 1.26 1.20 1.16 1.20

2Statistically, no such 100% confidence can be achieved (see text). These factors can be viewed as the largest values of C/E as
evidenced from the analysis of all the experiments, considering both the experimental and calculational errors.

each experiment are shown in Figs. 23 and 24 using the
NE213 method. The +0,’s are generally larger than
those of Ty and the uncertainty tends to have negative
values as we proceed from Phase [ to Phase I111. The
parameters u;’s and +o;’s are shown in Figs. 25, 26,
and 27, respectively, in the cases of using the Li-pellet,
Li-metal, and zonal techniques to measure T-. The last
two techniques were used in Phase 11, and as shown,
the prediction uncertainties are mostly ncgative, indi-
cafting that the measured values are larger than those
obtained with the NE213 and Li-pellet methods. The
experimental errors associated with the Li-pellet
method are large in Phase 111 (=10%). The calcula-
tional errors of the Monte Carlo calculations performed
by the GMVP code (JAERI) are smaller than those en-
countered in the MORSE-DD and MCNP calculations.

The Gaussian distributions that approximate the
NDFs constructed from the cases given in Figs. 23
through 27 are shown in Figs. 28 and 29. Table V gives
the relevant statistical parameters, and as in Table 11,
these paramecters are also given for the case of consid-
ering only the calculational errors.

The mean uncertainty, Q, as predicted by the U.S.
and JAERI, is negative in the case of zoneal and Li-
metal techniques as mentioned earlier. The uncertainty
U is negative with the NE213 method in JAERI’s cal-
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culation (@ = —2%), while it is positive (0 = 7.6%) in
the U.S. calculations. In the U.S. case, the least uncer-
tainty is obtained with the zonal method (0 = —5.7%)
and the largest is obtained with the Li-pellet method
(@ = 7.6%). This is also true in JAERI’s case where the
corresponding uncertainties are i = —11.6% and G =
9.9%. Thus, the largest divergence due to differences
among various measuring techniques is ~14% (U.S.)
and ~22% (JAERI). When the C errors only are con-
sidered, this divergence is ~13% (U.S.) and ~21%
(JAERI). The largest divergence in the case of combin-
ing the U.S. and the JAERI results is between the un-
certainty predicted with the zonal method (0 = —7.8%)
and with the Li-pellet method (0 = 9%), and it amounts
to an overall difference of ~17%. In this later case, the
spread around the mean uncertainty is = ~6% with the
zonal method and +~8% with the Li-pellet method,
and thus there is little overlapping to cover the diver-
gence of ~17%.

The largest standard deviation, a,, is ~11% (U.S.,
NE213) and ~9% (JAERI, Li-pellet), and the small-
estis ~6.3% (U.S.) and ~3% (JAERI) with the zonal
method. The largest and smallest o, are ~10 and 6%
when the U.S. and the JAERI cases are combined, and
similar to the mean uncertainties, these standard devi-
ations fall between those of JAERI and the U.S., as

FUSION TECHNOLOGY
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TABLE 1V

Design Safety Factors for TPR as a Function of the Required Confidence Level

Tritium Production from Tritium Production from Tritium Production from
Lithium-6 (T,) Lithium-7 (T-) Natural Lithium (T,)
Level of
Confidence | U.S. | JAERI | U.S. + JAERI | US. | JAERI | U.S. + JAERI | U.S JAERI | U.S. + JAERI
10% 1.002 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.00° 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.00¢ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
20% 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.01 1.00 1.00 1.002 1.00 1.00 1.005 1.00 1.00
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
30% 1.00 1.00 1.00 1.00 1.00 1.00 1.005 1.00 1.00
1.03 1.00 1.02 1.03 1.00 1.00 1.03 1.00 1.00
1.00 1.00 1.00 1.00 .00 1.00 1.00 1.00 1.00
40% 1.02 1.01 1.01 1.02 .00 1.00 1.02 1.00 1.01
1.06 1.03 1.04 1.06 .00 1.01 1.05 1.02 1.03
1.00 1.00 1.00 1.00 .00 1.00 1.01 1.00 1.00
50% 1.05 1.02 1.03 1.05 .00 1.02 1.04 1.01 1.03
1.08 1.05 1.06 1.08 .00 1.03 1.07 1.03 1.04
1.02 1.00 1.01 1.02 .00 1.00 1.03 1.00 1.01
60% 1.08 1.04 1.06 1.08 .02 1.05 1.06 1.03 1.05
1.11 1.07 1.08 1.11 .01 1.06 1.08 1.05 1.07
1.05 1.02 1.03 1.05 .03 1.04 1.04 1.02 1.03
70% 1.10 1.07 1.08 1.11 .05 1.08 1.08 1.05 1.07
1.13 1.09 1.10 1.15 .03 1.09 1.11 1.07 1.09
1.07 1.04 1.06 1.08 .07 1.07 1.06 1.04 1.05
80% 1.13 1.09 1.11 1.15 .08 1.12 1.11 1.08 1.09
1.15 1.11 1.13 1.18 .06 1.13 1.13 1.09 1.12
1.10 1.07 1.08 1.11 10 1.10 1.09 1.07 1.06
90% 1.16 1.14 1.15 1.20 13 1.17 1.14 1.11 1.13
1.19 1.14 1.17 1.22 .10 1.19 1.16 1.13 1.15
1.15 1.10 1.13 1.16 15 1.15 1.12 1.10 1.10
95 % 1.21 1.16 1.19 1.24 17 1.21 1.17 1,13 1.15
1.24 1.17 1.19 1.24 .14 1.22 1.18 1.15 1.17
1.20 1.14 1.18 1.21 .19 1.20 1.13 1.12 1.13
10094 1.35 1.35 1.35 1.35 .30 1.35 1.26 1.20 1.26
1.35 1.20 1.35 1.30 .28 1.30 1.26 1.20 1.26
1.30 1.35 1.35 1.35 .30 1.35 1.20 1.16 1.20

?Based on DO and MC calculations.
PBased on DO calculations.
“Based on MC calculations.
dSee footnote of Table 111,

expected (see Table V). When only the C errors are
included, these varianccs are slightly smaller (9.7% and
5.8%). In all cases, the uncertainties i and o, are
larger in the case where the C&E errors are included
than the values found in the case when only the C er-
rors are considered.

As can be seen from Table V, the mean prediction
uncertainties in the U.S. calculations are larger than
FUSION TECHNOLOGY
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those calculated for JAERI (except with the Li-pellet
method) by ~6 to 10% in all the various measuring
methods. The standard deviations are also larger by ~3
to 4% . When cases of all the methods are considered
together, the prediction uncertainty becomes closer to
the one obtained by the NE213 method since more cases
are included with this technique relative to the other
measuring methods. The mean prediction uncertainty

100
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Fig. 23. The prediction uncertainty in TPR from Li-7 (T5) (U.S. calculations, NE213 measurements).

is ~5% (U.S.) and —0.4% (JAERI) with a standard de-
viation of ~11% (U.S.) and 9.5% (JAERI); thus the
U.S. values are larger than those of JAERI’s by ~5%
and ~2%, respectively.

V.C.1. Design Safety Factors

Figures 30 and 31 give the required design safety
factors to be used in the TPR calculations of T along
with the associated levels of confidence based respec-
tively on the U.S. calculations and JAERI’s calcula-
tions. If no safety factors are used (Sy = 1), the
confidence levels based on zonal, Li-metal, NE213, Li-
pellet, and on all measuring methods are as follows:

~80, ~55, ~24, ~20, and ~32% (U.S.)

~100, ~95, ~60, ~15, and ~55% (JAERI)

~87, ~70, ~42, ~17, and ~44% (U.S.&JAERI).
We notice that the confidence levels are more than 50%

in the case of the zonal and Li-metal methods. This
means that the probability that the calculated T; is

410

larger than the measured values is lower than 50%, im-
plying that the mean value of the prediction uncertainty
is negative in these two cases as was seen in Figs. 28 and
29. Also, the confidence level in JAERI’s case with the
zonal measurements is 100% at S, = I, indicating that
the entire NDF falls in the negative space of the pre-
diction uncertainty, u, as can be seen from Fig. 27. One
should consider the results obtained with the zonal and
Li-metal cautiously since few measurements were per-
formed with these measuring techniques. As for the Li-
pellet method, the confidence level is the lowest since
most of the NDFs of both JAERI and the U.S. lie in
the positive space of u and, therefore, the largest over-
prediction (least confidence level) is obtained by this
measuring method. When all methods are accounted
for, the confidence levels are closer to those obtained
in the NE213 case. As it was shown for Ty, the confi-
dence levels in JAERI’s case are larger than the ones
based on the U.S. calculations, e.g., for the same level
of confidence, the required safety factors based on the
U.S. calculations are larger than those based or

FUSION TECHNOLOGY
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Fig. 27. The prediction uncertainty in TPR from Li-7 (T-) (zonal measurements).

JAERT’s calculations. When results from the U.S. and
JAERI are combined, the values of these levels are in
between those of the U.S. and JAERI. At the highest
confidence level, the most conservative safety factors
based on zonal, Li-metal, NE213, Li-pellet, and on all
measuring methods are respectively as follows:

1.06, 1.16, 1.35, 1.26, and 1.35 (U.S.)
1.00, 1.06, 1.16, 1.30, and 1.30 (JAERD
1.06, 1.16, 1.35, 1.30, and 1.35 (U.S.&JAERI).

Based on the U.S. calculations, the NE213 method re-
quires larger safety factors as can generally be seen
from Fig. 30 for confidence levels >50%. In JAERI’s
case, the highest safety factors required among the var-
ious techniques are those based on the Li-pellet mea-
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surements. This is consistent with the earlier discussion
related to Table V. The reason for these large safety fac-
tors can be referred to from Fig. 25, where the predic-
tion uncertainties, u;’s, and the standard deviations,
g;’s, are large in JAERI’s calculation for T; in phase
I11C, leading to a large mean prediction uncertainty,
0, and large standard deviation, g, in the constructed
NDF. These Phase I11C cases were not considered by
the U.S. Additionally, one can see from Figs. 23 and
24 that the prediction uncertainties, u;’s, obtained with
the NE213 method are negative based on JAERI’s cal-
culations in all Phase Il experiments (including the
cases of Phase I11C, which were not considered by the
U.S.). This led to smaller safety factors in JAERI’s case
based on the NE213 measurements. The least safety
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Fig. 29. Gaussian distributions that approximate the NDFs of the prediction uncertainties in T; measured by several meth-

ods (JAERI’s calculations).

factors are obtained when measurements are performed
with the zonal method. This does not imply that this
measuring technique is the best relative to the other
techniques since measurements were performed in a
small number of cases. It is highly recommended to
pursue this technique in several future experiments to
further examine the observation noted here.

CEP 1995
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V.C.2. Effect of Calculational Methods Applied

Figures 32 and 33 give thc NDF and the approxi-
mating Gaussian curves of the prediction uncertainty
in T, based on the independent DO and MC calcula-
tions of the U.S. and JAERI, respectively. Derived
safety factors from the NDFs as a function of the
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TABLE V

Statistical Parameters of the Prediction Uncertainty, u (%), of TPR
from Li-7 (T;) as Obtained from Various Experimental Methods

Calculational and Experimental Calculational Errors Only
Error Included Included
Method U.S. JAERI U.S. & JAERI U.S. JAERI U.S. & JAERI

NE213

Number of cases considered 49 56 105 49 56 105

0 (average) 7.58 —-1.99 2.69 5.0 —-3.47 1.14

g, (standard deviation) 10.54 7.28 10.21 9.91 7.23 9.75

U, (root mean square) 12.98 7.55 10.56 11.09 8.02 9.81

Upp (Most probable) 7.50 -7.50 2.5 5.0 —-10.0 2.5
Li-pellet

Number of cases considered 8 15 23 8 15 23

0 (average) 7.5 9.9 9.08 6.67 9.26 8.19

o, (standard deviation) 7.48 8.78 8.43 6.07 8.03 7.4

U, (root mean square) 10.59 13.23 12.39 9.01 12.26 11.03

Un, (most probable) 10.0 10.0 10.0 7.5 12.5 12.5
Li-metal

Number of cases considered 14 11 25 14 11 25

0 (average) —1.73 —8.03 —-4.39 —3.69 —8.65 -5.59

o, (standard deviation) 8.51 4.84 7.84 8.15 4.0 7.28

U, (root mean square) 8.69 9.37 8.98 8.95 9.53 9.18

U, (most probable) 7.5 -7.5 -7.5 -7.5 -7.5 -7.5
Zonal

Number of cases considered 8 7 15 8 7 15

u (average) -5.66 —-11.59 —7.83 —6.56 —-12.0 —8.65

o, (standard deviation) 6.33 2.87 6.05 6.43 2.69 5.93

U, (TOot mean square) 8.49 11.94 9.89 9.19 12.3 10.49

U, (most probable) -2.5 —12.5 —12.5 -5.0 —12.5 ~12.5
All methods

Number of cases considered 79 89 168 79 89 168

0 (average) S5.11 —0.36 2.28 2.17 —-2.84 -0.1

a, (standard deviation) 10.69 9.5 10.46 10.1 9.08 9.97

U.ms (TOOt mean square) 11.85 9.51 10.7 10.33 9.52 9.97

Um, (most probable) 7.5 -7.5 5.0 5.0 ~7.5 -7.5

assigned confidence levels are shown in Figs. 34 and 35.
Table III also gives the statistical parameters (g, o,
etc.) obtained from the constructed NDFs and the re-
quired safety factors are summarized in Table IV for
several confidence levels.

From the U.S. calculations, the mean value, q, of
T based on the DO and MC methods is ~8.6% and
~2%, respectively (as opposed to ~5% when both
methods are considered together, see Table V), with a
spread, o,, of ~9.7% and 10.6%. These values are
similar to the corresponding ones calculated for T,
(with slightly larger standard deviations). It is also true
in this case that the DO method tends to give larger pre-
diction uncertainty by ~6%. This larger overestimation
necessitates using larger safety factors by ~2 to 6% at
various confidence levels as shown in Table IV. These
features are the same for Tg. In particular, it is worth
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noting that the required safety factors are almost iden-
tical to those of Ty up to confidence level of ~50% be-
yond which the safety factors tend to be larger for T;.
In JAERI’s case, i is —0.9 and 0.02% based on the
DO and MC calculations (as opposed to about —0.4%
when both methods are considered together) with a
spread of ~8 and 10%, respectively. In contrast to
the Tg, the MC calculations tend to give slight overpre-
diction while underprediction occurs based on the DO
method. This is reflected on the required safety fac-
tors where they are larger (by ~2 to 4%) when derived
from the MC calculations. The reason for having this
feature is due to the large prediction uncertainty and
very large standard deviation (+ o of 15%, see Fig. 25)
found when the MC results of the Li-pellet measure-
ments in Phase [IIC are included in the analysis.
Notice also from Tables III and [V that the mean
FUSION TECHNOLOGY

VOL. 28 SEP. 1995
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prediction uncertainty in the U.S, case is larger than
that of JAERI by ~9% when the DO method is used
and by ~2% based on the MC results. Consequently,
the safety factors based on the DO method are larger
than those of JAERI by ~6 to 11% and the factors
based on the MC method are larger by ~1 to 2%,
When the U.S. and the JAERI cases are combined, the

ELUSIAN TECHNNOLOGY VOIL 28 SEP 1995

parameters, , o, Sy, etc., have values that are in be-
tween those obtained by the U.S. and JAERI. It can
also be seen from Table 1V that the safcty factors in-
crease by ~2to 4% for every 10% increase in the con-
fidence level, (CL)y, up to (CL)y = ~90%. Beyond
this value, the required safety factors change rapidly
with (CL),.
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V.D. The Prediction Uncertainties in Line-Integrated TPR ods. The composed method refers to composing the
from Natural Lithium (T,) local T4 measured by the Li-glass method and the local

T, measured by the NE213 method at a given spatial

The prediction uncertainty, u;, and the standard location to arrive at a measured value for T,. Line in-
deviation, o;, in the integrated TPR from naiural lith-  tegrations were then performed for the composed val-
ium are shown in Fig. 36 with several measuring meth-  ues of T,. Figures 37 and 38 show the parameters, u;
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confidence level above 90%).

and o;, but in the cases where the uncertainties and de-
viations are derived from those of T¢ measured by the
Li-glass method and those of T; measured by the
NE213 method according to Egs. (24) through (27).
This method of deriving the uncertainty in T, is labeled
(T6&T7) in these and other subsequent figures. Zonal
measurements were performed in Phase Il while Li-

~er AR TECWNNT NGV vNi 7R SEP. 1995

pellet measurements were carried out in Phase I11. One
notices that the uncertainties are positive in Phases I11A
and I11B, while they have negative values in Phase 11IC
when the Li-pellet method is used. (No cases were con-
sidered by the U.S. in Phase 111C.) This observation
could be due the existence of some systematic errors as-
sociated with the Li-pellet measurements in Phase 111C.
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ments).

This also led to a wider NDF in JAERI’s case (see
Fig. 29). The constructed NDF based on this technique
is narrower in the U.S. case with positive uncertainties
since no counterpart cases as in Phase II1C were in-
cluded in the U.S. analysis. As for the uncertainty in
T, based on the T6&T7 method, the spread, *g,
around the uncertainty u;, is larger in the U.S. case due
to the larger statistical errors encountered in the Monte
Carlo calculations of T, and T5.

The Gaussian distributions that approximate the con-
structed NDFs based on the U.S. and the JAERI cases
are shown in Figs. 39 and 40, respectively. The pertain-
ing statistical parameters are summarized in Table VI.
The mean prediction uncertainties are positive (calcu-
lated T, is on the average larger than measurement) in
all the measuring methods except in the (T6&T7)
method in JAERI’s case. The largest overprediction
(by ~9.6%) in the U.S. calculations is obtained with
the Li-pellet method (see Fig. 40) and the least is with
zonal method (by ~1.7%). The corresponding values
obtained for JAERI are ~5.4% (Li-pellet method) and
about —2.4% (T6&T7 method). The negative value ob-
tained with the T6&T7 method in JAER!’s case is a re-
sult of the slight overprediction in T attainable with
the Li-glass method (scc Table 11) and the underpredic-
THICTAN TEAUNNT NCV

vOilr 28 CFEP 10058

tion in T- attainable with the NE213 method (see Ta-
ble V). Thus, the largest divergence in the prediction
uncertainties as obtained by various measuring tech-
niques is ~11% (U.S.) and ~8% (JAERI). When all
cases with each measuring method are combined, the
prediction uncertainty in T, is ~4% (U.S.) and 1%
(JAERI). These values are comparable to the mean pre-
diction uncertainty in T, (see Table V) and T (see Ta-
ble I1) obtained when no distinction is made between
the various measuring methods. The spread, *g,
around these uncertainties is ~7% as can be seen from
Table VI.

V.D.1. Design Safety Factors

The required design safety factors are shown in
Figs. 41 and 42 based on the U.S. calculations and
JAERTD’s calculations, respectively. If no safety factors
are used (S¢ = 1), the confidence levels based on the
composed, zonal, Li-pellet, (T6&T7), and on all mea-
suring methods are as follows:

~25, ~37, ~0, ~35, and ~28% (U.S))
~36, ~26, ~25, ~65, and —46% (JAERI)
~36, ~37, ~16, ~50, and ~38% (U.S.&JAERI).
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The confidence levels attainable in JAERI’s case are
larger than in the U.S. case. Combining the U.S. and
JAERD’s cases resulted in intermediate levels; however,
all confidence levels are either below or equal 50% [ex-
cept with the (T6&7T7) method, JAERI], indicating
that, on the average, the calculated T, is larger than
the actual measured value. At the highest confidence

420

level, the most conservative safety factors based on the
composed, zonal, Li-pellet, (T6&T7), and all measur-
ing methods are as follows:

1.20, 1.10, 1.20, 1.26, and 1.26 (U.S.)
1.20, 1.10, 1.20, 1.16, and 1.20 (JAERI)

1.20, 1.10, 1.20, 1.26, and 1.26 (U.S.&JAERI).
VOL. 28
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TABLE VI

Statistical Paramcters of the Prediction Uncertainty, u (%), of TPR from Natural
Lithium (T,) as Obtained from Various Experimental Methods

Calculational and Experimental Calculational Errors Only
Errors Included Included
Mecthod U.S. JAERI U.S. & JAERI uU.S. JAERI U.S. & JAERI
Composed
Number of cases considered 9 17 26 9 17 26
0 (average) 5.25 2.92 3,75 5.69 3.82 4.5
g, (standard deviation) 6.80 6.39 6.63 6.49 5.58 6.0
U, (Foot mean square) 8.59 7.02 7.62 8.63 6.76 7.5
Uy (Most probable) 5.0 2.5 5.0 -2.5 2.5 5.0
Zonal
Number of cases considered 10 9 19 10 9 19
0 (average) 1.71 2.17 1.91 1.56 1.25 1.43
a, (standard deviation) 4.37 3.40 3.98 4.41 2.98 3.86
u,,,. (root mean square) 4.69 4.03 4.41 4.68 3.23 4.12
Uy, (most probable) 2.5 2.5 2.5 2.5 2.5 2.5
l.i-peilet
Number of cases considered 8 16 2 8 16 24
0 (average) 9.61 5.36 6.85 9.17 4.72 6.5
g, (standard deviation) 3.74 7.49 6.74 312 7.49 6.51
U, (root mean square) 10.31 9.21 9.61 9.68 8.86 9.2
Up, (Most probable) 10.0 7.5 7.5 7.5 1.5 7.5
T, (Li-glass) + T5 (NE213)
Number of cases considered 33 38 71 33 38 71
0 (average) 3.33 -2.36 0.40 2.74 —2.63 0.12
g, (standard deviation) 7.76 6.09 7.51 7.63 6.47 7.58
u,,,. (root mean square) 8.45 6.53 7.52 8.11 6.98 7.58
U, (most probable) 2.5 -2.5 —-2.5 -2.5 -7.5 -7.5
All methods
Number of cases considered 60 80 140 60 80 140
u (average) 4.35 1.03 2.30 3.86 0.76 2.24
a, (standard deviation) 711 7.08 7.29 6.89 6.95 7.10
U, (OOt mean square) 8.34 7.15 7.70 7.90 7.00 7.44
U,y (Most probable) 2.5 —-2.5 2.5 7.5 2.5 7.5
1.26 1.2 1.26 1.20 1.16 1.2

These factors are similar in JAERI and the U.S. cases,
except with the (T6&T7) method where the required
safety factor is lower in JAERI's case than in the U.S.
case.

V.D.2. Effect of Calculational Methods Applied

Figures 43 and 44 give the NDF and the approxi-
mating Gaussian curves of the prediction uncertainty
based on the independent DO and MC calculations of
the U.S. and JAERI, respectively. Figures 45 and 46
show the required safety factors as obtained from the
DO method, the MC method, and from results based
on both methods. The statistical parameters (q, o,

FI1ISIOON TECHNOLOGY VOl 28 SFP 1998

ete.) are given in Table 111 and the safety factors are also
summarized in Table IV for several confidence levels.
These parameters are given for the case when all the
measuring techniques are considered together.

The mean value, @, of T, based on the DO and MC
method in the U.S. calculations is ~6.5% and ~2.3%,
respectively, with a spread, o, of ~6.8% in both cases.
Note that the values of the corresponding parameters
in the case of combining the results from the two meth-
ods are intermediate [4 = 4.5%, o, = 7%] as shown in
Table VI. Again, the DO method tends to give larger
prediction uncertainties than the ones obtained from
the MC method by ~4%, leading to larger safety fac-
tors at various confidence levels. As can be seen from
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Table IV, the safety factors are lower than those calcu-
lated for T by ~2% up to a confidence level of ~90%
beyond which they are lower by ~5 to 7%. These fea-
tures are the same when JAERD’s calculations are con-
sidered but the safety factors calculated in this case are
lower than those of the U.S. by ~3 to 4%.
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V.E. Effect of Variations in Geometrical Arrangement
and Incident Neutron Spectrum on the
Prediction Uncertainty of TPR

Since the geometrical configuration and the con-
ditions of the incident source are different between

FUSION TECHNOLOGY VOL. 28 SEP. 1995
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Fig. 43. Normalized density functions of the prediction uncertainties in T, constructed from the DO and MC calculations
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(U.S. calculations, all measuring methods, all phases).
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Fig. 44. Normalized density functions of the prediction uncertainties in T, constructed from the DO and MC calculations
(JAERI calculations, all measuring methods, all phases).

48, and 49 give the required safety factors in each phase
for T¢, T4, and T,,, respectively.

By examining Table VII, it can be seen that the pre-
diction uncertainty a is noticeably different in Phase I
as compared to other phases. For example, in the U.S.

Phases I, 11, and 111, the prediction uncertainty in TPR
and the required safety factors were calculated in each
phase and compared to the corresponding values when
all phases are considered simultaneously. Table VII
gives the pertaining uncertainty parameters and Figs. 47,
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Fig. 45. Effect of the calculational method on the confidence levels and safety factors (T, —all methods —all phases).
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Fig. 46. Effect of the calculational method on the confidence levels and safety factors (T, —all methods—all phases —

confidence levels above 90%).

calculations, the uncertainties G’s are positive and large
in Phase I for T, T4, and T, (40 = ~15%, ~14%, and
~12%) as compared to the corresponding uncertain-
ties in Phase Il and Phase 11, which are alsc¢ positive
but have smaller values of ~4% (Tg), ~1 to 3% (T-),
and ~2to 5% (T,). Likewise, in JAERI’s calculations
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of Phase [, the uncertainties @’s are negative and have
large absolute values (except for T5) of about —4%
(T¢) and about —7% (T,) compared to the uncertain-
ties found in other phases. As pointed out in Refs. 7,
32, and 33, large discrepancies between calculations and
measurements were identified, particularly for local
SEP. 1995
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TABLE VII

Statistical Parameters of the Prediction Uncertainty, u (%), of TPR
and Dependence on Geometry and Incident Neutron Spectrum

(All calculational and experimental methods are considered.)

U.S. JAERI U.S. & JAERI
Parameter Pl p2+ P3 All* Pl p2¢ p3* Al P P2 p3d All®
T6 (all methods)
Number of cases considered | 11 55 20 86 8 51 36 95 19 106 36 181
a (mean) 14.56 ) 384 | 4.50] 4.95] —4.42 211 3.13 209 ] 633 3.07 | 3.66 3.5
o, (standard deviation) 8.59 9.04 7.53 9.14 11.01 8.88 6.58 8.39 | 13.52 9.01 7.00 8.89
Safety factor
(100% confidence)” 1.30 .35 1.20 1.35 1.20 1.35 1.20 1.35 1.30 1.35 1.20 1.35
T7 (all methods)
Number of cases considered | 10 45 24 79 8 42 39 89 18 87 63 168
it (mean) 1430} 530 092} 5717 —-1.25] -1.50 ] 090 | —0.36 | 7.39 2231 091 2.28
0, (standard deviation) 8.23 | 10.77 | 8.78 | 10.69 7.40 7.73 | 11,11 9.50 | 11,03 10.11 | 10.30 10.46
Safety factor
(100% confidence) 1.35 1.30 1.26 1.35 [.16 1.16 1.30 1.30 1.35 1.30 1.30 1.35
Tn (all methods)
Number of cases considered 6 26 28 60 6 24 50 80 12 50 78 140
G (mean) 12.05 2.40 1 433} 435 -6.59 0,30 2.12 1.031 2.73 1.44 | 3.04 2.50
o, {standard deviation) 6.89 | 5.67] 7.22 7.11 7.01 S.53 1 7.09 7.08 | 11.63 5.70 1 7.24 7.29
Safety factor
(100% confidence) 1.26 1.20 1.20 | 1.26 1.06 [.16 1,20 1.201 1.26 1.20 1.20 1.26

'P1 = Phase |; P2 = Phase 11; P3 = Phase I11; All = all phases.
"See footnote of Table 111.
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Fig. 47. Effect of the geometry and incident spectrum in each phase on the confidence levels and safety factors (T¢—all
methods — all phases).

Te, due to the large uncertainty in predicting the low-  plicated neutron target and room walls, the source sep-
energy component of the incident neutron source. Sev- aration model used in the Monte Carlo calculations,’
eral sources contributed to this uncertainty, among  and the uncertainties in determining the exact atomic
which are the difficulty in accurately modeling the com-  densities of the concrete walls of the room where the
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experiments were performed. The situation is different
in Phase 1 (closed geometry) and Phase Il (simulated
line source) where the uncertainties in determining the
neutron room-return component of the incident neu-
tron source and the difficulty in modeling the concrete
wall of the large room were eliminated.
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To be noted from Table VIl is that in the U.S. cal-
culations, the differencc between the prediction uncer-
tainty (i in Phase [l and Phase I1] is within ~1 to 2%
(Te, To) and ~4% (T5). In JAERI’s calculations, this
difference is ~1 to 2% for T¢, T7, and T,,. Therefore,
by changing the configuration from a rectangular
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enclosure with the source located at one side of the
test assembly to an annular assembly surrounding a
simulated line source, the prediction uncertainty of
TPR, in general, has only changed by ~1to 4%. Note
also that the difference between the standard devia-
tions, o,’s, in the uncertainty of T¢, T+, and T, in the
two phasesis ~2 to 3%, which is within the change in
the prediction uncertainties,i’s.

Vi. SUMMARY

Over a dozen distinctive experiments have been per-
formed within the U.S.DOE/JAERI collaborative pro-
gram on fusion neutronics to quantify the uncertainty
involved in the prediction of TPR, as a prime param-
eter in the fusion blanket. In this regard, various codes
and nuclear data were used in analyzing these experi-
ments in addition to applying various measuring tech-
niques for cross-checking experimental results, The
experiments proceeded from a simple, one material test
assembly to a more prototypical assembly that included
the engineering features of a fusion blanket (first wall,
coolant channels, multiplier . ..). Furthermore, the
neutron source conditions were altered in these exper-
iments to closely simulate those conditions found in to-
kamak plasmas.

In this paper, the calculational and experimental
uncertainties (errors) in local TPR in each experiment,
1, were propagated and thus contributed to the predic-
tion uncertainty, u;, in the line-integrated TPR and its
standard deviation, ¢;. The uncertainties in the line-
integrated TPR were examined rather than examining
the uncertainties in local values since they would be
more representative to the uncertainties in TBR found
in fusion reactors. The latter was previously studied.*?*3
An approach was also outlined in this work that gives
estimates to the prediction uncertainty in the volume-
integrated TPR based on measurements and calcula-
tions of local TPR in the traverse direction. It was
shown that the difference between the prediction un-
certainty of the line-integrated and volume-integrated
TPR is within a few percent for the cases considered,
indicating that the assessment of the design margins
from the results of the line-integrated TPR could be
applied as well to TBR. A novel methodology was de-
veloped (see Ref, 3) to arrive at estimates to design
safety factors that fusion blanket designers can use to
ensure that the achievable TBR in a blanket does not
fall below a minimum required value. The methodol-
ogy was applied to construct NDFs from the prediction
uncertainties, u;’s, and their associated deviations, g;’s,
calculated for all the experiments carried out during the
program. Important statistical parameters were calcu-
lated from the NDFs, such as the global mean predic-
tion uncertainty, @, and the possible spread, *o,,
around it. The design safety factors were then derived
from these NDFs, and they account for the discrepan-
VOL. 28
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cies found between various calculational methods (e.g.,
discrete ordinates and Monte Carlo) and measured val-
ues based on various experimental techniques. Associ-
ated with each safety factor is a confidence level, which
designers may choose to have, that calculated TPR will
not exceed the actual measured value. Tabular and
graphical forms for these factors are also given as de-
rived independently for TPR from Li-6 (Ty), Li-7 (T+),
and natural lithium (T,). Furthermore, distinction was
made between safety factors based on the U.S. calcu-
lations, JAERTY’s calculations, and both calculations
considered simultaneously.

Based on considering all calculational and experi-
mental methods used, the prediction uncertainty, G, in
line-integrated Tg is ~5% (U.S.) and ~2% (JAER])
with standard deviation, *g,, of ~81t09%. However,
when these uncertainty parameters are derived indepen-
dently for each measuring technique, the divergence
among them is ~8% in estimating G, which is within
the deviation +g,,. If calculational methods are consid-
ered independently, it was shown in the U.S. and the
JAERI calculations that the DO methods tend to give
larger uncertainties (by ~5%) than those based on MC
calculations. In this case, i = ~8% (DQ) and ~2.6%
(MC) based on the U.S. calculations. As for JAERI,
u=~5% (DO)and ~0.2% (MC). Accordingly, the as-
sociated safety factors at the various confidence levels
are ~3to 6% (U.S.)and 2 to 5% (JAERI) larger with
the DO method than those of the MC method. Not
using safety factors by designers (S; = 1), the proba-
bility that the calculated T4 will exceed the actual value
is ~70% (U.S.) and ~62% (JAERI). To achieve the
highest confidence level that calculated T, does not ex-
ceed the actual value, the safety factor to be used by
designers is ~1.35. At lower confidence levels, the
safety factors based on the U.S. calculations are larger
than those based on JAER!’s calculations by ~2 to 5%.

The mean prediction uncertainty, @, in the line-
integrated T, based on considering all calculational
and experimental techniques is ~5% (U.S.) and about
—0.4% (JAERI) with a spread, +a,, of ~11% (U.S.)
and ~9% (JAERI). The divergence among the various
measuring techniques is ~14% (U.S.) and ~22%
(JAERY), which is larger than the standard deviation
oy, indicating the need to further examine these tech-
niques in measuring TPR. The DO method gives larger
uncertainties (by ~6%) than the MC method used in
the U.S. calculations (G ~9% (DQO) and ~02% (MC)],
while they are comparable in JAERI’s calculations
[G ~ —0.9% (DO) and ~0.02% (MC)] within 1%. If
no safety factors are used by designers, the chance that
the calculated T, will exceed the actual value is ~68%
(U.S)) and ~45% (JAERI). To ensure that calculations
are Jower than actual values for T-, the safety factor
to be applied is ~1.35 (U.S.) and ~1.30 (JAERI).

The mean prediction uncertainty, @, in the line-
integrated TPR from natural lithium (T,) is ~4%
(U.S.) and ~1% (JAERI). The estimated deviation
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around the mean value, o, is ~7%. The divergence
among the various measuring techniques used is ~11%
(U.S.) and ~8% (JAERI), which is larger than the
standard deviation ¢,. In the MC and DO calculations
performed by the U.S. and JAERI, the prediction un-
certainties estimated from the DO calculations are larger

Fig. 50. Confidence level that calculations will not exceed measurements as a function of design s
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than the ones based on the MC methods by ~4% [U.S.:
i~ 6.5% (DO) and ~2.3% (MC); JAERI: G ~ 3.1%
(DO) and about —0.05% (MC)]. Without applying a
safety factor to T, calculations, the probability that
the calculated values are larger than measurements is
~72% (U.S.) and 54% (JAERI). Applying a safety
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factor of ~1.26 (U.S.)and ~1.20 (JAERI) will ensure
that calculations are indeed below actual values.

Figures 50 and 51 along with Table 1V can be used
by blanket designers to obtain the required safety fac-
tors for a wide range of confidence levels, which could
be applied to the calculations of Ty, T;, and T,. For
practical purposes, a confidence level of ~95% could
be applied as an upper limit, as is the case in many en-
gineering design applications. 1t should be emphasized,
however, that these factors are applicable to the TPR
in Li,0 breeding material as obtained from the U.S.
DOE/JAERI collaborative program based on simpli-
fied prototypical fusion blanket assemblies under very
ideal neutron source conditions. It is needless to say
that when experiments will be conducted in a much
more realistic fusion ncutron environment, to meet
more stringent R&D requirements, the applicable safety
factors are going to be larger than what have been re-
ported here. Nevertheless, the results cited in this pa-
per can be used as initial guidance to assist blanket
designers in resolving tritium self-sufficiency issues in
their designs.
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