A consistent, conservative and accurate scheme has been designed to calculate the current density and the Lorentz force by solving the electrical potential equation for magnetohydrodynamics (MHD) at low magnetic Reynolds numbers and high Hartmann numbers on a finite-volume structured collocated grid. In this collocated grid, velocity (\(u\)), pressure (\(p\)), and electrical potential (\(\phi\)) are located in the grid center, while current fluxes are located on the cell faces. The calculation of current fluxes on the cell faces is conducted using a conservative scheme, which is consistent with the discretization scheme for the solution of electrical potential Poisson equation. A conservative interpolation is used to get the current density at the cell center, which is used to conduct the calculation of Lorentz force at the cell center for momentum equations. We will show that both “conservative” and “consistent” are important properties of the scheme to get an accurate result for high Hartmann number MHD flows with a strongly non-uniform mesh employed to resolve the Hartmann layers and side layers of Hunt’s conductive walls and Shercliff’s insulated walls. A general second-order projection method has been developed for the incompressible Navier–Stokes equations with the Lorentz force included. This projection method can accurately balance the pressure term and the Lorentz force for a fully developed core flow. This method can also simplify the pressure boundary conditions for MHD flows.
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1. Introduction

Magnetohydrodynamic (MHD) flow at high Hartmann numbers has been a topic of great interest in the development of a fusion reactor blanket [1,2]. The self-cooled liquid–metal blanket [3] and dual coolant lead lithium [4] uses liquid lithium or the eutectic alloy Pb–17Li as the coolant as well as the breeding material. To design such liquid metal based blankets for fusion reactors, one must know the characteristics of MHD flows at high Hartmann numbers, such as the high MHD pressure drop and effects on flow profiles [5].

Two-dimensional MHD channel flows have been extensively studied by theoretical analysis and numerical simulation [6–9]. The square of the Hartmann number $\text{Ha}$ is the ratio between the electromagnetic and the viscous forces. It is therefore a measure of the magnetic field strength for a given fluid in a duct of a given scale. The thickness of the Hartmann layers scales with $\text{Ha}^{-1}$ and is very thin; the side layers parallel to the magnetic field scale with $\text{Ha}^{-1/2}$ and are much thicker than the Hartmann layers at high Hartmann numbers. The development of fusion reactors experiments with strong magnetic fields leads to a growing interest in the study of 3D MHD phenomena. When inertial terms are small, the asymptotic method [10–12] that focuses on the main phenomena is a very efficient method to compute 3D MHD flows. This efficient method is valid for high Hartmann numbers and high interaction parameters. When inertial terms are important, the direct simulation method accounting for all the physical effects is an important tool to study the 3D MHD phenomena. Using the direct simulation method, a very fine mesh is required to resolve the Hartmann layer and the side layer at high Hartmann numbers. For unsteady flows, the time step is proportional to the smallest grid size with an explicit update of the temporal term. The cost of direct simulation of 3D MHD flows at high Hartmann number is high since it requires a fine mesh and therefore a small time step for unsteady flows. Three-dimensional numerical simulations of inertial flows are often limited to the steady regime and low Hartmann numbers.

For low magnetic Reynolds numbers, the electrical potential formula can be employed for MHD with good accuracy [13–15]. For incompressible liquid fluid flow, a staggered grid system is usually employed to efficiently avoid the checkerboard phenomenon of pressure. When this grid system is applied for low magnetic Reynolds number, the pressure and electrical potential can be put at the cell center point as shown in Fig. 1a. Sterl [16] conducted a direct numerical simulation of liquid metal MHD flows in rectangular ducts using a uniform mesh. Usually it is not difficult to design a conservative scheme for MHD calculation on a uniform mesh. However, requiring 2–3 grids inside the Hartmann layer and the side layer will greatly increase the computational time on a uniform mesh as Hartmann number increases. In Sterl’s calculation, Hartmann number is limited to less than 1000 for 2D cases and to less than 50 for 3D cases. For fusion blankets, Hartmann number can be as high as $10^4–10^5$, and non-uniform grids are needed to improve the computational efficiency. Leboucher [17] found that the classical second-order difference scheme for electrical potential gradient cannot ensure a good solution for side layers on a non-uniform mesh based on four-point discretization:

$$\left(\frac{\partial \varphi}{\partial z}\right)_{i+\frac{1}{2},j,k} = \frac{1}{2} \left( \frac{\varphi_{i,j+1,k} - \varphi_{i,j,k-1}}{z_{k+1} - z_{k-1}} + \frac{\varphi_{i+1,j,k+1} - \varphi_{i+1,j,k-1}}{z_{k+1} - z_{k-1}} \right)$$

$$\left(\frac{\partial \varphi}{\partial z}\right)_{i+\frac{1}{2},j,k} = \frac{1}{4} \left( \frac{\varphi_{i,j+1,k} - \varphi_{i,j,k-1}}{z_{k+1} - z_{k}} + \frac{\varphi_{i+1,j,k+1} - \varphi_{i+1,j,k-1}}{z_{k+1} - z_{k-1}} \right) + \frac{1}{4} \left( \frac{\varphi_{i,j+1,k} - \varphi_{i,j,k-1}}{z_{k+1} - z_{k}} + \frac{\varphi_{i+1,j,k+1} - \varphi_{i+1,j,k-1}}{z_{k+1} - z_{k-1}} \right)$$

- Formula of $\partial \varphi / \partial z$ based on four-point discretization:

- Formula of $\partial \varphi / \partial z$ based on six-point discretization:
On a uniform mesh, the above formulas are equivalent. However, on a non-uniform mesh, the above two formulas are entirely different. Fig. 2 is an illustrated non-uniform mesh generated for the simulation of Hunt’s case with Hartmann number 10,000. The maximum grid size ratios in y and z directions are \( \Delta y_{\text{max}} / \Delta y_{\text{min}} = 10,000 \) and \( \Delta z_{\text{max}} / \Delta z_{\text{min}} = 1000 \), respectively. With a non-uniform mesh employed, we will show later that Eq. (1) is neither conservative nor consistent, while Eq. (2) is conservative and consistent with respect to the current density. The non-conservative and inconsistent formula will definitely introduce an error into the calculation of current density. The accuracy and conservative properties of discretized schemes on a uniform mesh is discussed in [18]. A series of energy conservative schemes are constructed for the convective term and pressure term of the Navier–Stokes equations. The energy conservative scheme is also discussed and constructed on a non-uniform mesh in [19] and unstructured staggered mesh in [20] and unstructured collocated mesh in [21]. The energy conservative scheme has great advantages over a non-conservative scheme in the DNS and LES for turbulent flows [18]. However, in this paper, we will discuss and develop a consistent and conservative scheme for the calculation of the current density and the Lorentz force for MHD flows.

To keep a scheme consistent and conservative, a fully staggered grid system is designed in [17] for MHD calculation with high Hartmann number as shown in Fig. 1b. Velocities and current fluxes are arranged on the cell faces and pressure is arranged at the node center, while the electrical potential is arranged at the edge centers of a cell box. Leboucher [17] even puts the current flux of \( j_x \) at the center of the \( xy \) cell face, \( j_z \) at the center of the \( yz \) cell face. He did not mention the arrangement of \( j_y \) for his 2D calculation or 3D calculation with a unidirectional fixed applied magnetic field. This arrangement adds numerical complexity, especially for three-dimensional simulation on a finite-volume unstructured mesh with multi-directional applied magnetic field. We also note that this fully staggered grid system has been applied in [22] to conduct LES (large eddy
simulation) of turbulent MHD. Umeda and Takahashi [23] employed a fully staggered grid to simulate MHD flows for fusion application.

A collocated grid system has been employed for MHD simulations [24–26] based on the commercial CFD (computational fluid dynamics) software CFX [27]. However the scheme used in [24,25] is neither consistent nor conservative with respect to current density. In [26], it has been noted that a consistent scheme used to calculate the current related to \( \mathbf{u} \times \mathbf{B} \) is important. However, the Lorentz force calculated at the cell center is not based on a conservative formula. In [24,25], the simulation for fully developed MHD channel flow (\( Ha = 1000 \)) shows a large difference between their numerical method and analytical results. Also, Ref. [26] can only illustrate results for low Hartmann numbers.

In this paper, an accurate, consistent and conservative scheme is designed on a collocated grid system to calculate the current density and the Lorentz force for MHD flows at low magnetic Reynolds number with the electrical potential formulation. In this scheme, velocities, pressure and electrical potential are computed at the cell center. Velocity fluxes at the cell faces are calculated based on a momentum interpolation [28,29] to avoid checkerboard phenomena. The current density fluxes are located on the cell faces, and a consistent scheme is used to get the current fluxes on the cell faces to ensure the divergence-free current in a controlled volume. A conservative interpolation technique is used to get the current density at the cell center by interpolating the conservative current fluxes. This arrangement effectively avoids the numerical instability of regular schemes, and has good conservation with respect to the current density at the side layer and the Hartmann layer. This scheme has already been extended on an unstructured grid system [30] with a conservative formula employed to conduct the calculation of Lorentz force at the cell center.

A general second-order temporally accurate projection method [31] has been extended for incompressible Navier–Stokes equations with the Lorentz force as a source term. This projection method can accurately and effectively balance the pressure term and Lorentz force in the fully developed core flow. This projection method can also simplify the pressure boundary conditions for MHD flows. This general projection method can be reduced to the classical projection methods, such as the method in [32,33]. Also the SIMPLE-type methods, such as the standard SIMPLE method in [34,35] and the SIMPLEC method in [36], can be acquired from the general projection method.

The general projection method is developed for MHD in Section 2. Section 3 gives the detailed description of the consistent and conservative method developed for the calculation of current density and the Lorentz force. In Section 4, several numerical experiments are conducted. The comparisons between consistent and inconsistent formulas and between conservative and non-conservative schemes are analyzed. Numerical results will show that the conservative and consistent method developed in this paper can accurately simulate MHD at high Hartmann numbers.

Fig. 2. Non-uniform grids generated for \( Ha = 10,000 \).
2. General second-order projection method for MHD flows

The flow of electrically conducting fluid under the influence of an external magnetic field is governed by the following equations, which express the conservation of momentum and mass:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{u} + N(\mathbf{J} \times \mathbf{B})
\]

\[
\nabla \cdot \mathbf{u} = 0
\]

where \(\mathbf{u}, p\) are the non-dimensional velocity vector and kinetic pressure scaled with \(u_0\) and \(\rho u_0^2\), respectively. With \(L\) defined as characteristic length, \(Re = u_0 L / \eta\) is the Reynolds number, \(Ha = LB_0 \sqrt{\sigma / \rho \eta}\) is the Hartmann number, and \(N = Ha^2 / Re\) is the interaction parameter. \(\mathbf{J}\) represents the current density, and \(\mathbf{B}\) is the applied magnetic field scaled with \(\sigma u_0 B_0\) and \(B_0\), respectively. Also we define the magnetic Reynolds number here as \(Re_m = \mu \sigma L u_0\), where \(\eta\) and \(\sigma\) are the fluid viscosity and conductivity, respectively. \(\mu\) is the permeability of the fluid and the walls, \(\rho\) is the density of the fluid. The term \(N(\mathbf{J} \times \mathbf{B})\) is the Lorentz force, which is a volume force in a non-conservative form in the momentum equation of (3).

2.1. Balance between pressure gradient and the Lorentz Force

In the situation where \(N\) is large, we have an approximation known as fully developed core flow and Eq. (3) can be reduced to:

\[
\nabla p = N(\mathbf{J} \times \mathbf{B})
\]

where the Lorentz force will balance the pressure gradient. Considering a fully developed MHD flow in a rectangular channel, with flow velocity in the \(x\)-direction, all derivatives with respect to \(x\) are zero except for that of pressure, which is a constant along the flow and zero in solid regions. An applied magnetic field is assumed in the \(y\)-direction and the magnetic Reynolds number is assumed to be small so that an electric potential formulation can be used. Electric current is computed from Ohm’s law as:

\[
\mathbf{J} = (0, j_y, j_z) = \sigma \left( 0, -\frac{\partial \phi}{\partial y}, -\frac{\partial \phi}{\partial z} + u \right)
\]

In the core of the flow the balance Eq. (5) leads to the following relations:

\[
-\frac{\partial \phi}{\partial z} + u = \frac{Re}{Ha^2} \frac{dp}{dx}
\]

At high \(Ha\) (therefore, high interaction parameter \(N\)) with a given pressure gradient which corresponds to a given flow rate, the right hand side of the above equation is very small. The core dimensionless velocity being close to 1, we require the dimensionless gradient of the electric potential above to be also close to 1 in magnitude, but opposite in sign. We then have a situation in which current is computed from the difference between two (nearly identical) large numbers. It turns out that this imposes some restrictions on the manner in which current is numerically computed from the electric potential. The first issue is that of formal order of accuracy. Second, there is some reason to believe that leading truncation error terms in Taylor expansions of the two terms in Ohm’s law, the potential gradient and the \(\mathbf{u} \times \mathbf{B}\) terms, in the numerical calculation of current may cause accumulation of error in a collocated sense, while they may effectively annihil each other when staggered appropriately, as observed by Leboucher [17]. The consistent and conservative scheme designed in this paper attempts to alleviate these concerns for a collocated grid system.

2.2. Two four-step projection methods and boundary conditions for MHD flows

Before discussing the consistent and conservative scheme for the calculation of the current density and the Lorentz force in Section 3, we first develop a general projection method for the incompressible Navier–Stokes equations with the Lorentz force included. An accurate projection method should be able to enforce the balance between the pressure gradient and the Lorentz force for a fully developed core flow. For the
incompressible momentum and mass conservative equations (3) and (4) with the Lorentz force taken into account, the four-step general second-order projection method [31] can be extended as:

- **Four-step projection method I**
  \[
  A \dot{u} = r^k + Gp^k + N(J \times B)^k \\
  \dot{u} = \bar{u} + \Delta t(\Theta_p^k Gp^k - \Theta_p^k N(J \times B)^k) \\
  \Delta t D(\Theta_p^k Gp^{k+1}) = D(\bar{u}) + \Delta t \Theta_p^k N(J \times B)^{k+1}) \\
  u^{k+1} = \bar{u} - \Delta t(\Theta_p^k Gp^{k+1} - \Theta_p^k N(J \times B)^{k+1})
  \]

- **Four-step projection method II**
  \[
  A \dot{u} = r^k + Gp^k + N(J \times B)^k \\
  \bar{u} = \bar{u} + \Delta t \Theta_p^k Gp^k \\
  \Delta t D(\Theta_p^k Gp^{k+1}) = D(\bar{u}) \\
  u^{k+1} = \bar{u} - \Delta t \Theta_p^k Gp^{k+1}
  \]

where \( A, G, \) and \( D \) are submatrices, \( D \) is the discrete divergence operator, and \( G \) is the discrete gradient operator. The right-hand-side \( r \) vector contains all those quantities that are already known except the Lorentz force. Explicitly updating the convective term for simplicity and performing semi-implicit Crank-Nicolson updating of the diffusion term for stability, we have \( r = \frac{1}{\Delta t}(I + \frac{\Delta t}{2A}L)u^k - NC^{k+1/2}(\bar{u}) \) and \( A = \frac{1}{\Delta t}(I - \frac{\Delta t}{2A}L) \). Here \( L \) is a discretized Laplace operator and \( NC^{k+1/2}(u) \) is the sum of the discrete convective operator. \( I \) is the unit identity matrix operator, \( \Theta_p = (\theta_{px}, \theta_{py}, \theta_{pz}) \) and \( \Theta_f = (\theta_{Fx}, \theta_{Fy}, \theta_{Fz}) \) are the diagonal coefficient matrices with elements of \( \theta_{px}, \theta_{py}, \theta_{pz} \) and \( \theta_{Fx}, \theta_{Fy}, \theta_{Fz} \), which may depend on the grid size, time step and even velocity. It has been proven that some classical second-order projection methods [32,33] and SIMPLE-type methods [34,36] can be recovered from Eqs. (8)–(11) and Eqs. (12)–(15) with different coefficient matrices. The SIMPLE method has been shown to have second-order temporal accuracy for unsteady flows [37].

We can see the difference between the projection method I of Eqs. (8)–(11) and the projection method II of Eqs. (12)–(15). For the four-step projection method I, the pressure term always comes together with the Lorentz force. These two terms will be discretized at the same position. Both should be discretized at the same cell center point, or the same cell face center. While, in the projection method II, the Lorentz force is only calculated in the predictor step of Eq. (12). From Eqs. (13)–(15), the pressure term does not appear together with the Lorentz force.

The differences between the two projection methods can be understood based on a collocated grid system as shown in Fig. 1c. The Lorentz force is calculated based on \( J \times B \). Using the projection method I, we need to calculate the Lorentz force not only at the cell center, but also at the cell faces, which requires interpolation of current density from one cell face to another in a control volume. The interpolation from face to face makes it hard to conserve current density, especially on an unstructured grid or a very non-uniform grid for high Hartmann numbers. The non-conservative interpolation of current density will introduce numerical errors for the calculation of Lorentz force on the cell faces. This numerical error makes that the balance between the pressure term and the Lorentz force in a fully developed core flow cannot be guaranteed.

For the projection method II, we only need to calculate the Lorentz force at the cell center in the first predictor step of Eq. (12). Using the collocated grid system of Fig. 1c, a conservative scheme will be designed to do the interpolation of current density from cell faces to cell center. This conservative interpolation can guarantee the balance between the pressure term and the Lorentz force at the cell center.

For the projection method I, one can get the pressure boundary condition as:

\[
\frac{\partial p_{k+1}}{\partial n}\bigg|_{BC} - N((J \times B) \cdot n)_{BC}^{k+1} = \frac{\partial p_{k}}{\partial n}\bigg|_{BC} - N((J \times B) \cdot n)_{BC}^{k}
\]

\( (\cdot)_{BC} \) denotes the boundary condition at the boundary of the computational domain.
For the projection method II, the corresponding pressure boundary condition can be given as:

\[
\left(\frac{\partial p^{k+1}_c}{\partial n}\right)_{BC} = \left(\frac{\partial p^k_c}{\partial n}\right)_{BC}
\]

We can see that the simple Neumann condition works well for the projection method II, while the pressure boundary condition of Eq. (16) must take into account the Lorentz force on the boundary for the projection method I, especially for unsteady flows. Eq. (16) needs the current density along the tangential direction on the boundary faces, which add complexity for pressure boundary conditions.

We therefore prefer to the projection method II of Eqs. (12)–(15) for the simulation of incompressible Navier–Stokes equations couple with electromagnetic forces due to its simplicity of implementation and its accuracy of calculation for the Lorentz force.

2.3. Two three-step projection methods and boundary conditions for MHD flows

The above two four-step projection methods can also be reduced to the following three-step projection methods.

- Three-step projection method I (corresponding to the four-step projection method I of Eqs. (8)–(11):

\[
\begin{align*}
A\dot{u} &= r^k + Gp^k + N(J \times B)^k \\
\Delta tD(\Theta_p^k G(p^{k+1} - p^k)) &= D(\dot{u}) + \Delta t\Theta_p^k N((J \times B)^{k+1} - (J \times B)^k) \\
u^{k+1} &= \dot{u} - \Delta t(\Theta_p^k G(p^{k+1} - p^k) - \Theta_p^k N((J \times B)^{k+1} - (J \times B)^k))
\end{align*}
\]

- Three-step projection method II (corresponding to the four-step projection method II of Eqs. (12)–(15):

\[
\begin{align*}
A\dot{u} &= r^k + Gp^k + N(J \times B)^k \\
\Delta tD(\Theta_p^k G(p^{k+1} - p^k)) &= D(\dot{u}) \\
u^{k+1} &= \dot{u} - \Delta t\Theta_p^k G(p^{k+1} - p^k)
\end{align*}
\]

The SIMPLE [34] and SIMPLEC [36] methods can be acquired from Eqs. (18)–(20) and Eqs. (21)–(23) with a non-linear coefficient matrix dependent on velocity, grid size and time step. The pressure boundary conditions for the three-step projection method I and three-step projection method II can be, respectively, given as:

\[
\left(\frac{\partial (p^{k+1}_c - p^k_c)}{\partial n}\right)_{BC} = N((J \times B)^{k+1} - (J \times B)^k) \cdot n)_{BC}
\]

For the three-step projection method II, the corresponding pressure boundary conditions can be given as:

\[
\left(\frac{\partial (p^{k+1}_c - p^k_c)}{\partial n}\right)_{BC} = 0
\]

Based on the same reasons for the choice of the four-step projection methods, we prefer to use the three-step projection method II for the calculation of MHD flows. In this paper, the calculation of MHD flows is performed using the four-step projection method II.

3. Consistent and conservative formula for current density and the Lorentz Force

3.1. Conservative laplace and divergence operators

On a collocated mesh, the calculation of the Lorentz force at the cell center is dependent on the current density. For a low magnetic Reynolds number, the current density can be calculated through Ohm’s law [13–15]:

\[
J = -\nabla \varphi + u \times B
\]
The current density includes two parts of $\mathbf{J}_s = \nabla \varphi$, the electrical potential gradient, and $\mathbf{J}_u = \mathbf{u} \times \mathbf{B}$, the Lorentz force dependent on velocity. Here the electrical potential is scaled with $Lu_0B_0$. Current density is conserved, and we must also enhance:

$$\nabla \cdot \mathbf{J} = 0$$  \hspace{1cm} (27)

From Eqs. (26) and (27), we can get the electrical potential Poisson equation as:

$$\nabla \cdot (\nabla \varphi) = \nabla \cdot (\mathbf{u} \times \mathbf{B})$$ \hspace{1cm} (28)

The discretization of the Laplace operator $\nabla \cdot (\nabla)$ includes the discretization of the divergence operator and the gradient operator. The gradient operator is related to the calculation of current density. The discretization of the gradient operator in the Laplace operator in Eq. (28) should be consistent with the discretization of the gradient operator in the calculation of current density in Eq. (26). Also, the calculation of $\mathbf{u} \times \mathbf{B}$ in the Poisson equation of Eq. (28) should be consistent with the calculation of $\mathbf{J}_u$ for the current density at the cell face.

Integrating Eq. (27) over a control volume as shown in Fig. 1, we have:

$$\int_{\Omega} \nabla \cdot \mathbf{J} \, d\Omega = \oint_{\partial \Omega} \mathbf{n} \cdot \mathbf{J} \, ds = \sum_{f=1}^{nf} (\mathbf{n} \cdot \mathbf{J})_{f} s_{f}$$  \hspace{1cm} (29)

The subscript $f$ denotes the cell face, and $nf$ is the total number of cell faces on the control volume, with $nf = 4$ for two-dimensional rectangular and $nf = 6$ for three-dimensional hexahedral cases, respectively. It is natural to locate the current density flux $J_n = \mathbf{J} \cdot \mathbf{n}$ on the cell faces, which can effectively conserve the current density in the control volume. This arrangement is illustrated in the staggered grid system and the collocated grid system in Fig. 1a and c. $\varphi$ and $p$ are located at the cell center and $J_n$ is located at the cell face center, with $J_x$ at $(i + \frac{1}{2}, j, k)$, $J_y$ at $(i, j + \frac{1}{2}, k)$, and $J_z$ at $(i, j, k + \frac{1}{2})$. The velocities of $u$, $v$, and $w$ are located at the cell center in the collocated grid system. In a finite volume grid, the cell center point is located at the center of a control volume.

The conservative discretized divergence operator for current density can be given for the controlled volume $(i, j, k)$ as:

$$\begin{align*}
(D_c(\mathbf{J}))_{i,j,k} &= \frac{(J_x)_{i+\frac{1}{2},j,k} - (J_x)_{i-\frac{1}{2},j,k}}{x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}} + \frac{(J_y)_{i,j+\frac{1}{2},k} - (J_y)_{i,j-\frac{1}{2},k}}{y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}} + \frac{(J_z)_{i,j,k+\frac{1}{2}} - (J_z)_{i,j,k-\frac{1}{2}}}{z_{k+\frac{1}{2}} - z_{k-\frac{1}{2}}} \\
(D_c(\mathbf{J}_u))_{i,j,k} &= \frac{(J_u)_{i+\frac{1}{2},j,k} - (J_u)_{i-\frac{1}{2},j,k}}{x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}} + \frac{(J_u)_{i,j+\frac{1}{2},k} - (J_u)_{i,j-\frac{1}{2},k}}{y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}} + \frac{(J_u)_{i,j,k+\frac{1}{2}} - (J_u)_{i,j,k-\frac{1}{2}}}{z_{k+\frac{1}{2}} - z_{k-\frac{1}{2}}}
\end{align*}$$  \hspace{1cm} (30)

where $\mathbf{J}_u$ is made up of $\mathbf{J}_u$ and $\mathbf{J}_s$, we have:

$$\begin{align*}
(D_c(\mathbf{J}_s))_{i,j,k} &= \frac{(J_s)_{i+\frac{1}{2},j,k} - (J_s)_{i-\frac{1}{2},j,k}}{x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}} + \frac{(J_s)_{i,j+\frac{1}{2},k} - (J_s)_{i,j-\frac{1}{2},k}}{y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}} + \frac{(J_s)_{i,j,k+\frac{1}{2}} - (J_s)_{i,j,k-\frac{1}{2}}}{z_{k+\frac{1}{2}} - z_{k-\frac{1}{2}}}
\end{align*}$$  \hspace{1cm} (31)

$(J_x, J_y, J_z)$, $(J_{ux}, J_{uy}, J_{uz})$, and $(J_{sx}, J_{sy}, J_{sz})$ are three components of $\mathbf{J}$, $\mathbf{J}_u$ and $\mathbf{J}_s$ in the $x$, $y$, and $z$ directions, respectively. Correspondingly, we have the following conservative discretized formulation of Eq. (28) at a controlled volume of:

$$\begin{align*}
(L_c(\varphi))_{i,j,k} &= (D_c((G_f(\varphi)))_{i,j,k} \\
&= \frac{(G_{fx}(\varphi))_{i+\frac{1}{2},j,k} - (G_{fx}(\varphi))_{i-\frac{1}{2},j,k}}{x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}} + \frac{(G_{fy}(\varphi))_{i,j+\frac{1}{2},k} - (G_{fy}(\varphi))_{i,j-\frac{1}{2},k}}{y_{j+\frac{1}{2}} - y_{j-\frac{1}{2}}} + \frac{(G_{fz}(\varphi))_{i,j,k+\frac{1}{2}} - (G_{fz}(\varphi))_{i,j,k-\frac{1}{2}}}{z_{k+\frac{1}{2}} - z_{k-\frac{1}{2}}}
\end{align*}$$  \hspace{1cm} (33)

Here $D_c$ is a discretized divergence operator, $L_c$ is a discretized Laplace operator at the cell center, and $G_f$ is a gradient operator discretized at the cell face. $G_{fx}$, $G_{fy}$, $G_{fz}$ are the projectors of $G_f$ in the $x$, $y$, $z$ directions, respectively. The subscript $c$ denotes the cell center, and $f$ denotes the cell face.
3.2. Consistent gradient operator and interpolation operator at cell face to ensure calculated current flux conservative

Since the conservative discretized divergence and Laplace operators of Eqs. (30) and (33) need the value of current density on the cell faces, we now give the discretized gradient operator of electrical potential and interpolation operator for velocity on the cell faces. The gradient operator can be given as:

\[
(J_{s_x})_{i+\frac{1}{2},j,k} = - \left( G_{f_x}(\phi) \right)_{i+\frac{1}{2},j,k} = - \frac{\phi_{i+1,j,k} - \phi_{i,j,k}}{X_{i+1} - X_i} \\
(J_{s_y})_{i,j+\frac{1}{2},k} = - \left( G_{f_y}(\phi) \right)_{i,j+\frac{1}{2},k} = - \frac{\phi_{i,j+1,k} - \phi_{i,j,k}}{Y_{j+1} - Y_j} \\
(J_{s_z})_{i,j,k+\frac{1}{2}} = - \left( G_{f_z}(\phi) \right)_{i,j,k+\frac{1}{2}} = - \frac{\phi_{i,j,k+1} - \phi_{i,j,k}}{Z_{k+1} - Z_k}
\]  

(34)

(35)

(36)

This discretized gradient operator in the calculation of current density has been forced to be consistent with the corresponding part in the calculation of Laplace operator. In other words, Eqs. (34)–(36) are consistent with Eq. (33). In the discretized divergence operator on \( \mathbf{J}_u \) from Eq. (31), the detailed formula can be given as:

\[
(J_{u_x})_{i+\frac{1}{2},j,k} = v_{i+\frac{1}{2},j,k}(B_x)_{i+\frac{1}{2},j,k} - w_{i+\frac{1}{2},j,k}(B_y)_{i+\frac{1}{2},j,k} \\
(J_{u_y})_{i,j+\frac{1}{2},k} = w_{i,j+\frac{1}{2},k}(B_y)_{i,j+\frac{1}{2},k} - u_{i,j+\frac{1}{2},k}(B_z)_{i,j+\frac{1}{2},k} \\
(J_{u_z})_{i,j,k+\frac{1}{2}} = u_{i,j,k+\frac{1}{2}}(B_z)_{i,j,k+\frac{1}{2}} - v_{i,j+\frac{1}{2},k}(B_x)_{i,j+\frac{1}{2},k}
\]  

(37)

(38)

(39)

where \( \mathbf{B} \) is assumed known. The calculation of \( \mathbf{J}_u \) is dependent on the velocity, which is related to grid arrangement. On a collocated grid system, an interpolation operator of \( \Lambda_{c \rightarrow f} \) can be defined, which represents the interpolation from cell center to cell face since \( u, v, w \) are located at the cell center for a collocated grid system:

\[
V_f = \Lambda_{c \rightarrow f}(V_c)
\]  

(40)

Let \( \mathbf{u} \) denote the velocity vector of \( (u, v, w) \), and we have a detailed formula of the interpolation operator on collocated grids:

\[
u_{i+\frac{1}{2},j,k} = \Lambda_{c \rightarrow f+}(u_c) = \alpha_+ u_{i,j,k} + (1 - \alpha_+) u_{i+1,j,k} \\
u_{i,j+\frac{1}{2},k} = \Lambda_{c \rightarrow f+}(u_c) = \beta_+ u_{i,j,k} + (1 - \beta_+) u_{i,j+1,k} \\
u_{i,j,k+\frac{1}{2}} = \Lambda_{c \rightarrow f+}(u_c) = \gamma_+ u_{i,j,k} + (1 - \gamma_+) u_{i,j,k+1}
\]  

(41)

(42)

(43)

The subscripts \( c \rightarrow f+, c \rightarrow f-, c \rightarrow f+ \) denote the interpolation from cell center to cell faces normal to the \( x-, y- \) and \( z- \) directions, respectively. The symbol + denotes that the cell faces are located to the right, top and front of the cell center, respectively. Now, we can give the detailed formula for the interpolation operator from cell center to cell face center as:

\[
(V_{f+})_{i,j,k} = \begin{pmatrix} u_{i+\frac{1}{2},j,k} \\ u_{i,j+\frac{1}{2},k} \\ u_{i,j,k+\frac{1}{2}} \end{pmatrix} = \begin{pmatrix} \Lambda_{c \rightarrow f+}(u) \\ \Lambda_{c \rightarrow f+}(u) \\ \Lambda_{c \rightarrow f+}(u) \end{pmatrix} = \Lambda_{c \rightarrow f+}(V_c)_{i,j,k}
\]  

(44)

In a similar way, we can get:

\[
(V_{f-})_{i,j,k} = \begin{pmatrix} u_{i-\frac{1}{2},j,k} \\ u_{i,j-\frac{1}{2},k} \\ u_{i,j,k-\frac{1}{2}} \end{pmatrix} = \begin{pmatrix} \Lambda_{c \rightarrow f-}(u) \\ \Lambda_{c \rightarrow f-}(u) \\ \Lambda_{c \rightarrow f-}(u) \end{pmatrix} = \Lambda_{c \rightarrow f-}(V_c)_{i,j,k}
\]  

(45)

Here the symbol - denotes that the cell faces are located to the left, bottom and back of a cell center in a controlled volume. Omitting the subscript \( (i, j, k) \) in Eqs. (44) and (45), we therefore have the general interpolation formula of Eq. (40) from cell center to cell face.
In Eqs. (41)–(43), the interpolation has second-order accuracy if we have:

\[
\alpha_+ = \frac{x_{i+1} - x_{i+\frac{1}{2}}}{x_{i+1} - x_i}, \quad \beta_+ = \frac{y_{j+1} - y_{j+\frac{1}{2}}}{y_{j+1} - y_j}, \quad \gamma_+ = \frac{z_{k+1} - z_{k+\frac{1}{2}}}{z_{k+1} - z_k}
\]  

(46)

However, this interpolation is not symmetrical between neighbor points of a cell face, while the discretization of the gradient operator at the cell face is symmetrical. To keep consistency between the calculations for \( J_s \) and \( J_u \), we can choose:

\[
\alpha_+ = \frac{1}{2}, \quad \beta_+ = \frac{1}{2}, \quad \gamma_+ = \frac{1}{2}
\]

(47)

Now we give a brief summary of Sections 3.1 and 3.2. Eqs. (30) and (33) give a conservative discretized formula for the divergence and the Laplace operators. By solving the conservative discretized electrical potential equation of Eq. (33), and calculating the interface current density of \( J_f \) based on Eqs. (34)–(36) and of \( J_u \) from Eqs. (37)–(39), with velocity interpolation operator of Eq. (40) and the average coefficient of Eq. (47) employed, the current density should be conserved in a control volume. The calculation of \( J_u \) on the cell face based on Eqs. (37)–(39) with the velocity interpolation formula of Eqs. (40) and (47) for a collocated grid system are consistent with the discretization of the divergence operator of Eqs. (31) and (32) and the Laplace operator of Eq. (33), and therefore they are also conservative and consistent.

3.3. Calculation of the Lorentz force at cell center

3.3.1. Conservative formula

The calculation of the Lorentz force in the momentum equations (3) and (12) can be described as:

\[
\mathbf{F} = (\mathbf{J} \times \mathbf{B}) = (-\nabla \varphi + \mathbf{u} \times \mathbf{B}) \times \mathbf{B}
\]

(48)

On a collocated grid system, we have the Lorentz force at a cell center as:

\[
(F_x)_{i,j,k} = (J_x B_z - J_z B_y)_{i,j,k} = (J_y)_{i,j,k}(B_z)_{i,j,k} - (J_z)_{i,j,k}(B_y)_{i,j,k}
\]

(49)

\[
(F_y)_{i,j,k} = (J_y B_x - J_x B_z)_{i,j,k} = (J_z)_{i,j,k}(B_x)_{i,j,k} - (J_z)_{i,j,k}(B_y)_{i,j,k}
\]

(50)

\[
(F_z)_{i,j,k} = (J_z B_y - J_y B_z)_{i,j,k} = (J_y)_{i,j,k}(B_y)_{i,j,k} - (J_y)_{i,j,k}(B_z)_{i,j,k}
\]

(51)

We calculate the current density fluxes on the cell faces of the control finite volume from the consistent and conservative discretized operators developed in Section 3.2. Since the current density fluxes \( J_x, J_y, \) and \( J_z \) are located on the cell faces normal to the \( x, y, \) and \( z \)-directions, respectively, interpolation from cell faces to cell center is needed to calculate the Lorentz force at the cell center. We now define a conservative interpolation operator \( \mathbf{A}_{f \rightarrow c} \), which represents interpolation from cell face to cell center:

\[
\mathbf{J}_c = \mathbf{A}_{f \rightarrow c}(\mathbf{J}_f)
\]

(52)

The detailed formula can be given on a control volume as:

\[
(J_x)_{i,j,k} = \left(\mathbf{A}_{f \rightarrow c}((J_x)_{f})\right)_{i,j,k} = \frac{1}{2}((J_x)_{i+\frac{1}{2},j,k} + (J_x)_{i-\frac{1}{2},j,k})
\]

(53)

\[
(J_y)_{i,j,k} = \left(\mathbf{A}_{f \rightarrow c}((J_y)_{f})\right)_{i,j,k} = \frac{1}{2}((J_y)_{i,j+\frac{1}{2},k} + (J_y)_{i,j-\frac{1}{2},k})
\]

(54)

\[
(J_z)_{i,j,k} = \left(\mathbf{A}_{f \rightarrow c}((J_z)_{f})\right)_{i,j,k} = \frac{1}{2}((J_z)_{i,j,k+\frac{1}{2}} + (J_z)_{i,j,k-\frac{1}{2}})
\]

(55)
Eqs. (53)–(55) can be written as a vector formula:

\[
(J_c)_{i,j,k} = \begin{pmatrix} (J_x)_c \\ (J_y)_c \\ (J_z)_c \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{f_{x-c}}((J_x)_f) \\ \Lambda_{f_{y-c}}((J_y)_f) \\ \Lambda_{f_{z-c}}((J_z)_f) \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{f_{x-c}}(J_f) \end{pmatrix}_{i,j,k}
\]

(56)

Omitting the subscript \((i, j, k)\) in Eq. (56), we therefore have the general interpolation formula of Eq. (52) from cell faces to cell center. The interpolation is based on the conservative current density fluxes on the cell faces. The interpolation procedure of Eq. (56) meets the conservation condition of \(J = \nabla \cdot (Jr)\) \((r\) denotes the distance vector), which will be detailed discussed in our next paper [30] for the construction of consistent and conservative scheme on an unstructured grid system [30]. The calculation of the Lorentz force using Eqs. (49)–(51) together with Eq. (52) or Eq. (56) will be consistent and conservative, which can conserve the total momentum as proven in [30]. Therefore this scheme is conservative and consistent.

3.3.2. A non-conservative formula

Since \(J = Ju + Js\), the calculation of the Lorentz force of Eq. (48) can be decomposed into two parts, which are:

\[
Js \times B = -\nabla \varphi \times B
\]

(57)

\[
Ju \times B = (u \times B) \times B
\]

(58)

\(Js\) and \(Ju\) can be interpolated, respectively as:

\[
(Js_c)_{i,j,k} = \begin{pmatrix} (Js_x)_c \\ (Js_y)_c \\ (Js_z)_c \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{f_{x-c}}((Js_x)_f) \\ \Lambda_{f_{y-c}}((Js_y)_f) \\ \Lambda_{f_{z-c}}((Js_z)_f) \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{f_{x-c}}(Js_f) \end{pmatrix}_{i,j,k}
\]

(59)

\[
(Ju_c)_{i,j,k} = \begin{pmatrix} (Ju_x)_c \\ (Ju_y)_c \\ (Ju_z)_c \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{f_{x-c}}((Ju_x)_f) \\ \Lambda_{f_{y-c}}((Ju_y)_f) \\ \Lambda_{f_{z-c}}((Ju_z)_f) \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{f_{x-c}}(Ju_f) \end{pmatrix}_{i,j,k}
\]

(60)

Eq. (59) for the calculation of \(Js_c\), together with Eq. (60) for \(Ju_c\), will form the conservative and consistent scheme of Eq. (56) developed in the above section. However, \(Js_c\) can also be calculated directly from the electrical potential gradient as follows:

\[
(Js_x)_{i,j,k} = -((G_c \varphi)_x)_{i,j,k} = \frac{\varphi_{i,j,k+1} - \varphi_{i,j,k-1}}{x_{j+1} - x_{j-1}}
\]

(61)

\[
(Js_y)_{i,j,k} = -((G_c \varphi)_y)_{i,j,k} = \frac{\varphi_{i,j,k+1} - \varphi_{i,j,k-1}}{y_{j+1} - y_{j-1}}
\]

(62)

\[
(Js_z)_{i,j,k} = -((G_c \varphi)_z)_{i,j,k} = \frac{\varphi_{i,j,k+1} - \varphi_{i,j,k-1}}{z_{j+1} - z_{j-1}}
\]

(63)

Eqs. (61)–(63) can be written in a vector formula as:

\[
(Js_c)_{i,j,k} = \begin{pmatrix} (Js_x)_c \\ (Js_y)_c \\ (Js_z)_c \end{pmatrix}_{i,j,k} = -\begin{pmatrix} (G_c \varphi)_x \\ (G_c \varphi)_y \\ (G_c \varphi)_z \end{pmatrix}_{i,j,k} = -(G_c \varphi)_{i,j,k}
\]

(64)

Omitting the subscript \((i,j,k)\) in Eq. (64), we therefore have

\[
Js_c = -(G_c \varphi)
\]

(65)

Eqs. (64) and (65) are not conservative on a non-uniform grid system for high Hartmann cases. Eq. (64) is consistent with Eq. (59) on a uniform grid system; however, they are not consistent on any non-uniform grid.
system. Eqs. (64) and (65) are not consistent with the discretized Laplacian operator of Eq. (33). Indeed, the
conservative and consistent scheme of Eq. (59) can be given as:

\[ \begin{align*}
(J_{S_1})_{i,j,k} &= \frac{1}{2} \left( \frac{\Phi_{i,j,k+1} - \Phi_{i,j,k}}{x_{i,j,k+1} - x_{i,j,k}} + \frac{\Phi_{i,j,k} - \Phi_{i,j,k-1}}{x_{i,j,k} - x_{i,j,k-1}} \right) \\
(J_{S_2})_{i,j,k} &= \frac{1}{2} \left( \frac{\Phi_{i,j,k+1} - \Phi_{i,j,k}}{y_{i,j,k+1} - y_{i,j,k}} + \frac{\Phi_{i,j,k} - \Phi_{i,j,k-1}}{y_{i,j,k} - y_{i,j,k-1}} \right) \\
(J_{S_3})_{i,j,k} &= \frac{1}{2} \left( \frac{\Phi_{i,j,k+1} - \Phi_{i,j,k}}{z_{i,j,k+1} - z_{i,j,k}} + \frac{\Phi_{i,j,k} - \Phi_{i,j,k-1}}{z_{i,j,k} - z_{i,j,k-1}} \right)
\end{align*} \tag{66} \tag{67} \tag{68} \]

We now analyze the schemes of Eqs. (61)–(63) and Eqs. (66)–(68). As we already mentioned in the intro-
duction, the calculation of Eqs. (61)–(63) should be same as the formula of Eqs. (66)–(68) on a uniform grid system.
They both are conservative for low Hartmann number cases with uniform grid systems employed. However, Eqs. (66)–(68)
are very different with Eqs. (61)–(63) on a non-uniform grid system. Eqs. (66)–(68) are conservative interpolation
formulae based on conservative current density fluxes on cell faces, while (61)–(63) are not based on the conservative
formulae. Without loss of generality, Eqs. (63) and (68) are used to conduct the analysis. With the subscripts
\(i,j\) omitted, we now analyze the following two equations:

\[ \begin{align*}
\left( \frac{\partial \phi}{\partial z} \right)_k &= \frac{\phi_{k+1} - \phi_{k-1}}{z_{k+1} - z_{k-1}} \\
\left( \frac{\partial \phi}{\partial z} \right)_k &= \frac{1}{2} \left( \frac{\phi_{k+1} - \phi_{k}}{z_{k+1} - z_k} + \frac{\phi_{k} - \phi_{k-1}}{z_k - z_{k-1}} \right)
\end{align*} \tag{69} \tag{70} \]

Using the Taylor series, it is not difficult to get the modified equations of Eqs. (69) and (70), respectively as:

\[ \begin{align*}
\frac{\phi_{k+1} - \phi_{k-1}}{z_{k+1} - z_{k-1}} &= \frac{\partial \phi}{\partial z} + \frac{1}{2} \frac{\partial^2 \phi}{\partial z^2} (z_{k+1} - 2z_k + z_{k-1}) + \frac{1}{6} \frac{\partial^3 \phi}{\partial z^3} f(z) + \cdots \\
\frac{1}{2} \left( \frac{\phi_{k+1} - \phi_{k}}{z_{k+1} - z_k} + \frac{\phi_{k} - \phi_{k-1}}{z_k - z_{k-1}} \right) &= \frac{\partial \phi}{\partial z} + \frac{1}{4} \frac{\partial^2 \phi}{\partial z^2} (z_{k+1} - 2z_k + z_{k-1}) + \frac{1}{12} \frac{\partial^3 \phi}{\partial z^3} g(z) + \cdots 
\end{align*} \tag{71} \tag{72} \]

With \( g(z) = (z_{k+1} - z_{k-1})/(z_{k+1} - 2z_k + z_{k-1}) \), and \( f(z) = (z_{k+1} - z_{k-1})^{-1}(z_{k+1} - 2z_k + z_{k-1})(z_{k+1} - z_k)^2 + (z_{k+1} - z_k)(z_k - z_{k-1}) \)
we can prove that \( f(z) \) is greater than \( g(z) \). From the modified equations (71) and (72), we can see
that the leading error term of Eq. (71) is double the leading error term of Eq. (72), and the second error term of
Eq. (71) is also greater than the corresponding error term of Eq. (72). These increased error terms in Eq. (71)
make the scheme of Eqs. (61)–(63) neither conservative nor consistent, while the scheme of Eqs. (66)–(68) is
both conservative and consistent. These increased error terms cannot get a good result for high Hartmann
number cases of MHD using the inconsistent scheme.

The second part of the Lorentz force in Eq. (58) can be written as:

\[ \mathbf{J} \times \mathbf{B} = (\mathbf{u} \times \mathbf{B}) \times \mathbf{B} = \mathbf{B}^2 \mathbf{u}_\perp \]
\[ \tag{73} \]

This part of the Lorentz force is corresponding to the velocity itself. On a collocated grid system, the velocity
at the center point itself can be directly used as the second part of the Lorentz force, and we then have:

\[ \mathbf{J}_c \times \mathbf{B}_c = \mathbf{B}^2 \mathbf{u}_\perp \]
\[ \tag{74} \]

However, the conservative discretized divergence operator of \( \mathbf{J} \) is based on the velocity at the cell face. Eq.
(74) is not based on conservative current density, and it is not consistent with the discretized divergence
operator of Eq. (30) and the Laplace operator of Eq. (33). There is one choice to keep this portion of Lorentz force
calculated based on a conservative formula as:

\[ \mathbf{u}_{i,j,k} = \begin{pmatrix} u \\ v \\ w \end{pmatrix}_{i,j,k} = \begin{pmatrix} \Lambda_{fx-c}(u) \\ \Lambda_{fy-c}(v) \\ \Lambda_{fz-c}(w) \end{pmatrix}_{i,j,k} = (\Lambda_{f-c}(\mathbf{u}_f))_{i,j,k} \]
\[ \tag{75} \]
Omitting the subscript \((i, j, k)\), Eq. (75) can be given as:

\[
\mathbf{u}_c = A_{j_{\text{cell}}} (\mathbf{u}_f)
\]  

Eq. (76) can be used to perform the calculation of \(\mathbf{u}_\perp\) at the cell center.

3.3.3. Testing schemes for the calculation of the Lorentz force in this paper

To test the effects of schemes on the calculated results for MHD at high Hartmann number cases, we now give the following four schemes for the calculation of the Lorentz force at the cell center:

- **Scheme I**
  1. Calculate \(\mathbf{J}_f\) on the cell faces using consistent schemes of Eqs. (34)–(36) for \(\mathbf{J}_{s_f}\) and Eqs. (37)–(40) and (47) for \(\mathbf{J}_{u_f}\);
  2. Calculate the Lorentz force at cell center using Eq. (48) or Eqs. (49)–(51). The current density of \(\mathbf{J}_c\) at the cell center used to calculate the Lorentz force is acquired from a conservative interpolation of Eq. (52) based on \(\mathbf{J}_f\) from step (1). This step is equivalent to using Eq. (59) for the calculation of \(\mathbf{J}_{s_c}\), which is used to calculate the first part of the Lorentz force using Eq. (57) at a cell center, while the second part of the Lorentz force is calculated using Eq. (73) with velocity acquired from Eq. (75) or Eq. (76).

  Fig. 3a illustrates the grid arrangement for current density of \(\mathbf{J}_x\) and \(\mathbf{J}_y\) of Scheme I.

- **Scheme II**
  1. Use inconsistent scheme of Eqs. (61)–(63) for the calculation of \(\mathbf{J}_{s_c}\), which is used to calculate the first part of the Lorentz force using Eq. (57);
  2. Calculate the second part of the Lorentz force from Eq. (74), based on the velocity at the cell center directly.

  Fig. 3b shows the grid arrangement for current density of \(\mathbf{J}_x\) and \(\mathbf{J}_y\) of Scheme II.

---

![Fig. 3. Four schemes for calculations of the current density and the Lorentz force.](image-url)
• Scheme III
  (1) Calculate $J_{s}$ from the consistent formula of Eqs. (34)–(36);
  (2) Calculate $J_{s}$ from the conservative interpolation scheme of Eq. (59), which is used to calculate first part of the Lorentz force from Eq. (57) at a cell center;
  (3) Calculate the second part of the Lorentz force from Eq. (74), based on the velocity at the cell center directly.

  Fig. 3c shows the grid arrangement for current density of $J_{s}$ and $J_{v}$ of Scheme III.

• Scheme IV
  (1) Use the inconsistent and non-conservative scheme of Eqs. (61)–(63) for the calculation of $J_{s}$, which is used to calculate the first part of the Lorentz force using Eq. (57);
  (2) Use the conservative interpolation of Eq. (76) to get the velocity at the cell center, which is used to get the second part of the Lorentz force based on Eq. (74).

  Fig. 3d shows the grid arrangement for current density of $J_{s}$ and $J_{v}$ of Scheme IV.

Scheme I is a consistent and conservative formula. The Lorentz force is acquired based on the conservative current density. In Scheme II, both $J_{u_{c}}$ and $J_{s}$ are not based on conservative current density on the cell face. It is a non-conservative and inconsistent formula. In Scheme III, the acquisition of $J_{s}$, based on a conservative formula, however $J_{u_{c}}$ is not. In Scheme IV, the acquisition of $J_{s}$ is not based on a conservative formula, however $J_{u_{c}}$ is.

3.4. Consistent and conservative methods on a collocated grid system

We now summarize the schemes developed in the above subsections, and give a detailed computation procedure for MHD flows using consistent and conservative schemes for the current density on a collocated grid system. The four-step projection method of Eqs. (12)–(15) is applied on a collocated mesh, which can be written as:

$$ A_{c} \tilde{u}_{c} = r_{c} + G_{c}(p_{c}^{k}) + N(J \times B)^{k}_{c} \quad (77) $$
$$ \tilde{u}_{c} = u_{c} + \Delta t \Theta_{c} G_{c}(p_{c}^{k}) \quad (78) $$
$$ \Delta t D_{c}(\Theta_{f} G_{f}(p_{c}^{k+1})) = D_{c}(\Lambda_{c-f}(\tilde{u}_{c})) \quad (79) $$
$$ u_{c}^{k+1} = u_{c} - \Delta t \Theta_{c} G_{c}(p_{c}^{k+1}) \quad (80) $$
$$ u_{f}^{k+1} = \Lambda_{c-f}(\tilde{u}_{c}) - \Delta t \Theta_{f} G_{f}(p_{f}^{k+1}) \quad (81) $$
$$ (u \times B)^{k+1}_{f} = \Lambda_{c-f}(u^{k+1}_{c}) \times B^{k+1}_{f} \quad (82) $$
$$ D_{c}(G_{f}(\varphi^{k+1}_{c})) = D_{c}((u \times B)^{k+1}_{f}) \quad (83) $$
$$ (J \times B)^{k+1}_{c} = \Lambda_{f-c}((J_{u}^{k+1}_{f}) \times B^{k+1}_{f}) \quad (84) $$

The complete algorithm from time step $k$ to time step $k + 1$ based on the four-step projection method II can be summarized as:

1. Evaluate Lorentz force $(J \times B)^{k}_{c}$ at time level $k$; Calculate $G_{c}(p_{c}^{k})$;
2. Evaluate coefficient matrices $\Theta_{c}$, $\Theta_{f}$;
3. Solve the predictor step of Eq. (77) for $\tilde{u}_{c}$; obtain the second intermediate velocity $\tilde{u}_{c}$ using Eq. (78); transfer the cell center velocity $\tilde{u}_{c}$ to face center velocity $\tilde{u}_{f}$ using $\tilde{u}_{f} = \Lambda_{c-f}(\tilde{u}_{c})$;
4. Solve the pressure Poisson equation of Eq. (79) for $p_{c}^{k+1}$; calculate $G_{c}(p_{c}^{k+1})$ and $G_{f}(p_{f}^{k+1})$;
5. Correct the velocity $u_{c}^{k+1}$ at cell center based on $\tilde{u}_{c}$, and $G_{c}(p_{c}^{k+1})$ using Eq. (80); correct the velocity $u_{f}^{k+1}$ at face center based on $\tilde{u}_{f}$ and $G_{f}(p_{f}^{k+1})$;
6. Calculate $(u \times B)^{k+1}_{f}$ using Eq. (82); solve the electrical potential equation for $\varphi^{k+1}_{c}$,
 Calculate $G_f(p_c^{k+1})$ and calculate the current density flux of $(J_n)^{k+1}_f$ at the cell face using Eq. (84);

(8) Calculate the Lorentz force of $(J \times B)^{k+1}_c$ at the cell center based on a conservative formula of Eq. (85);

(9) Repeat Steps 2 through 8 for next time level.

The above projection method can balance the pressure term and the Lorentz force in the fully developed core flow. The consistent and conservative scheme developed in this paper is used to calculate the Lorentz force at the cell center. This includes the calculation of current density fluxes at the cell faces using a consistent and conservative scheme, and the current density at the cell center conservatively interpolated from the cell faces to cell center. We will validate our methods in the next section.

4. Validation and application of consistent and conservative schemes

There exist some exact solutions for fully developed incompressible laminar flows in ducts with transverse magnetic fields, such as: (1) Shercliff’s solution for rectangular ducts with non-conducting walls and the field perpendicular to one side [7]; (2) Hunt’s solution for rectangular ducts with two non-conductive side walls (parallel to the field) and two conductive Hartmann walls (normal to the field) [8]. These two solutions will be used in this paper to verify our methods developed above.

4.1. Shercliff’s case

We simulate Shercliff’s case with all of the walls electrically insulated. We present some preliminary results from a fully developed flow calculation at $Ha = 1000$ and $Re = 10$, a mass flow rate of 4 and a pressure gradient from Shercliff’s solution (with appropriate numerical implementation) of $-102.88$. Velocity distributions calculated on non-uniform meshes using the consistent and conservative scheme (Scheme I) are shown in Fig. 4. We present a comparison between the exact solution from Shercliff’s analysis compared with the coarse and fine mesh solutions in Fig. 4. As can be seen the comparison is better than 0.1% for the fine mesh case with $66 \times 66$ non-uniform grids employed. The solution on the coarse mesh with $33 \times 33$ non-uniform grids indicates an error of about 0.5% in mass flow rate and peak velocity with uniform convergence. This figure illustrates the comparison in the Hartmann layer and side layers using Scheme I. The results from coarse grid and fine grids match the analytical results well. The comparison demonstrates a very good computational accuracy.

4.1.1. Conservation

Now we analyze the difference between different schemes. Fig. 5 illustrates the iteration history of the flow rate using the above mentioned four schemes on $33 \times 33$ and $66 \times 66$ non-uniform grids, respectively. Both Fig. 5a and b show that consistent and conservative Scheme I can give an accurate result of flow rate, while the other non-conservative and inconsistent schemes cannot give accurate results. Schemes II and III give a lower flow rate, with the lowest value from Scheme III, while Scheme IV gives a higher value.

Fig. 6 shows the comparison between Shercliff’s analytical results and numerical results from a $66 \times 66$ non-uniform mesh. From this figure, we can see the velocity from Scheme I matches the analytical result pretty well, while Scheme II and Scheme III get lower velocities compared to the Shercliff’s analytical result. Scheme IV can give good results in the core flow; however, in the side layers, there is an unphysical velocity jump.

Fig. 7 illustrates the iteration history of the divergence of current density on a $66 \times 66$ grid. Fig. 7a is the history of the maximum value of the divergence. In Scheme I, the current density fluxes at the cell faces are calculated using a consistent method, which are used to get the divergence of current at a center of a control volume. In Scheme II, the current density fluxes at the cell faces, which are needed for the calculation of divergence, are interpolated from the current density calculated at the cell center. In Scheme III, the current density fluxes related to the electrical potential are calculated at the cell faces using a consistent method, while the velocity relevant parts are calculated by interpolating from cell center to cell face. In Scheme IV, the current fluxes related to the electrical potential are interpolated from the calculated value at the cell center. Generally, the current density fluxes on the cell faces from Scheme II and Scheme IV are not calculated from a consistent scheme with the electrical potential equation, while the methods of Scheme I and Scheme III for current
density flux at the cell faces are consistent. From Fig. 7a, we can see that the divergences of current go to a very small value as iteration marches for the consistent Scheme I and Scheme III. However, the divergences of current are large and constant as iteration marches for the inconsistent Scheme II and Scheme IV. The history of $L^2$ error of divergence of current density (see Fig. 7b) tells the similar story. These figures show us that consistent Scheme I and Scheme III can conserve the current density in a control volume, while Scheme II and Scheme IV cannot conserve the current density. The non-conservative Schemes II and IV cannot give the correct results.

Fig. 8 gives the distribution of current density at cell centers from results on a coarse mesh with $33 \times 33$ non-uniform grids. This current density at cell centers will be used to calculate the Lorentz force. The current density from Scheme I (Fig. 8a) traces a closed streamline, which means the current density used to calculate Lorentz force is also conservative. Fig. 8b and d show that the current values used to calculate the Lorentz force based on Schemes II and IV are not conservative at the side layer. It seems that there are currents entering the side walls. The closed current streamline is not formed in the side layers. Scheme III (Fig. 8c) cannot
form a closed streamline too. Although Fig. 7 shows that Scheme III can locally conserve the current density in a control volume, the current at the cell centers used to calculate the Lorentz force is not conservative because of the non-conservative interpolation. Scheme III redistributes the current density in both directions. This redistribution can locally conserve the current density in a controlled volume, but is not physically correct. The current density leaves out of the wall from the side layer.

Although the current fluxes on the faces of a control volume from Scheme III is divergence free, the Lorentz force at the cell center is not calculated based on a conservative current. Therefore, Scheme III cannot get an accurate result either. Velocity contours are shown in Fig. 9 from the fine mesh with 66 × 66 non-uniform grids. As we have already seen in Fig. 6, Scheme II and Scheme III give a lower velocity in the core flow, while Scheme IV gives a result with a velocity jump in the side layers. These are due to non-conservative current distribution from the inconsistent and non-conservative schemes.
Generally speaking, the current fluxes on the cell face calculated using the consistent scheme are locally conservative in a control volume as shown in Fig. 7 for Schemes I and III. And the current densities at the cell centers interpolated from the conservative current fluxes on the cell faces are conservative as shown in Fig. 8 for Scheme I. Only conservative current densities at the cell centers can be used for the calculation of the Lorentz force with accurate results as shown in Fig. 9 for Scheme I. The inconsistent schemes for the current fluxes and the non-conservative interpolation from the cell faces to cell centers cannot get a good result for MHD flows at a high Hartmann number as shown in Fig. 9 for Schemes II, III and IV.

4.1.2. Order of accuracy

The order of accuracy of a numerical scheme is customarily computed based on a sequence of uniformly spaced meshes. The numerical solutions of high Hartmann number flows must usually involve severely stretched meshes. The use of uniform mesh spacing will result in an unduly large number of cells and unreasonable computational time. In the case of fully developed MHD flow in a square duct with insulating walls, the velocity in the core of the duct is fairly uniform, and it may be surmised that the numerical errors are caused largely in the Hartmann and side-layer regions. If these regions are resolved by uniform mesh spacing, a smoothly stretched mesh with much larger cells can be used in the core of the flow, thus, presumably, not affecting the order of accuracy of these calculations.

We generate a sequence of three meshes at each of the Hartmann numbers 50, 500 and 1000. These meshes use 4, 8 and 16 cells to resolve the Hartmann and side layers with a uniform spacing. This resolution is carried out to two times the conventional \(1/\text{Ha}\) thickness of the Hartmann layer and \(1/\text{Ha}^{1/2}\) thickness of the side layer, and smoothly increased towards the core. The core of the channel is resolved by using 30 cells in each direction for all cases. This results in mesh sizes of \(38 \times 38\), \(46 \times 46\) and \(62 \times 62\) for each Hartmann number. Fig. 10 shows sample meshes for \(\text{Ha} = 500\).

We compute the \(L1\) and \(L2\) error norm in the solution from the following expressions, noting that the exact solution to this problem is known.

\[
\|e\|_{L1} = \int_{\Omega} |u - u_{\text{exact}}| \, d\Omega, \quad \|e\|_{L2} = \int_{\Omega} (u - u_{\text{exact}})^2 \, d\Omega
\]

(86)

From the slopes of the logarithm of error vs. representative mesh size, a formal order of accuracy can be computed from the above data. The actual mesh size is a proportionality factor that appears as an additive constant in the logarithmic data above. The ratio of each mesh size against the subsequent mesh size is \(1 : \frac{1}{2} : \frac{1}{4}\). Table 1 shows the computed order from this data. Interestingly, we observe that the actual \(L1\) and \(L2\) error...
at each mesh level is approximately the same for all Hartmann numbers. This is perhaps due to the fact that
the mesh has been chosen to exactly resolve the regions of gradients and that the velocity profile has been sized
to yield the same mass flow rate and thus the same mean flow speed in all cases.

We observe a trend of numerical order decreasing slightly with increasing Hartmann number. This can be
cased both by the greater stretching factors at higher Hartmann numbers, as well as the tendency of numerical
errors to grow proportionate to an exponent of the Hartmann number in such calculation, thus causing a
singular perturbation-type effect in numerical accuracy. For reference, we provide here a table of converged
mass flow rates (see Table 2) from computed solutions for the various Hartmann numbers and grids used.
Pressure gradient used in the calculation was selected such that the exact value of the mass flow rate is 4.

Also, the fact that the grid number in the core flow does not increase with Hartmann number may reduce
the test accuracy.

4.2. Hunt’s case

The projection method of Eqs. (12)–(15) for the incompressible MHD equations and the consistent and
conservative schemes for the calculation of the current density and the Lorentz force have been implemented
into a parallel 3D code of HIMAG [38], which is used to conduct the following numerical simulations.
4.2.1. Fully developed flow
We begin by considering fully developed flow at $Re = 10$ (with characteristic velocity specified as 1), $Ha = 300$. The walls perpendicular to the applied magnetic field are assumed to be conducting and those parallel to the applied magnetic field are insulated. In the fully developed flow simulation, we make the assumption that the non-linear advection terms are negligible, and set Neumann boundary conditions on the velocity at the $x$-facing boundaries. In a fully developed region, the pressure gradient is constant. This constant pressure gradient is used as input data to get Hunt’s analytical result. A pressure gradient of $-300$ is specified. Fig. 11 shows the convergence history of the mass flow rate, peak velocity (Fig. 11a) and the converged velocity profile compared with Hunt’s exact solution (Fig. 11b), converged velocity distribution (Fig. 11c) and current distribution (Fig. 11d). The velocity matches well with Hunt’s analytical result.

4.2.2. 3D simulations
It is certainly of interest to test our approach in a three-dimensional simulation. We choose here the same cross section as above and extend it in the $x$-direction to 30 units (channel half-width is 1). A non-uniform
Fig. 10. Three meshes used in a computation of $Ha = 500$ flow. From top to bottom, the dimension $2/Ha$ is resolved by 4, 8 and 16 cells, respectively. Mesh is expanded smoothly to the interior, using 30 cells in all cases.
A bi-parabolic inflow velocity distribution is given and used as an initial flow condition in the channel. Magnetic field with a value of 1 is applied in the $y$-direction. The flow quickly adjusts from ordinary laminar flow profile to the fully developed MHD state (Fig. 12a), converges rapidly, and is virtually indistinguishable from the exact solution (Fig. 11b). The computed orders of accuracy for the Hartmann number $H_a$ are shown in Table 1.

<table>
<thead>
<tr>
<th>Hartmann number</th>
<th>L1 order</th>
<th>L2 order</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.8688</td>
<td>1.8580</td>
</tr>
<tr>
<td>500</td>
<td>1.8330</td>
<td>1.8277</td>
</tr>
<tr>
<td>1000</td>
<td>1.8155</td>
<td>1.8097</td>
</tr>
</tbody>
</table>

Fig. 11. Numerical results for Hunt’s fully developed case with $H_a = 300$.
from the exact solution even for a relatively coarse mesh. These comparisons are shown in Fig. 12b. The pressure gradient is computed and used as an input to Hunt’s exact solution. Velocity profiles from both sources are compared and they match well. The convergence of maximum velocity and mass flow rate (Fig. 12d), and residuals of pressure and electrical potential are also shown in Fig. 12c. A dramatic correction to mass flow rate (dropping the error by several orders of magnitude) is seen to occur towards the end of the computation, when the Poisson equations for pressure and potential begin to show a tapering of their residual histories.

![Table 2](image)

**Computed mass flow rate**

<table>
<thead>
<tr>
<th>Hartmann number</th>
<th>Mesh-1</th>
<th>Mesh-2</th>
<th>Mesh-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>4.13534</td>
<td>4.03574</td>
<td>4.01075</td>
</tr>
<tr>
<td>500</td>
<td>4.14244</td>
<td>4.04400</td>
<td>4.01862</td>
</tr>
<tr>
<td>1000</td>
<td>4.13525</td>
<td>4.03927</td>
<td>4.01476</td>
</tr>
</tbody>
</table>

![Fig. 12](image)

**Fig. 12.** 3D numerical solution for Hunt’s fully developed case with $Ha = 300$. 

(a) velocity contours and streamlines  
(b) comparison of velocity profiles  
(c) convergence of pressure and potential solvers  
(d) convergence of mass flow rate and peak velocity
With $Ha = 300$ and the conductance $c_w = 0.1$, we used the consistent and conservative scheme to do the direct calculation of 3D MHD flows at $Re = 100$ ($N = 900$), $Re = 500$ ($N = 180$) and $Re = 1000$ ($N = 90$). The inlet flow rate is fixed at 4. The calculated pressure gradients are given in Table 3 with analytical values listed in the table too. The relative error is calculated based on the following formula of $\text{Error} = \left| \frac{(\nabla p)_{\text{Anal}} - (\nabla p)_{\text{Calc}}}{(\nabla p)_{\text{Anal}}} \right|$. The calculated pressure gradients matches well with the analytical solution when the interaction parameters changed from 9000 to 90.

We also calculated the 3D MHD flows with $Ha = 500$, $c_w = 0.05$. Again, the inlet flow rate is fixed at 4, and the calculated pressure gradients are listed in Table 4. The calculated pressure gradients match well with the analytical solution from low interaction parameter of 250 to high interaction parameter of 25,000 with relative error below 0.06%.

4.2.3. A case study at $Ha = 10,000$

We present here some observations on the calculation of $Ha = 10,000$ and $Re = 1000$ flow in a square duct. This is a large Hartmann number by the standard of MHD simulation in 3D. We experimented with fully

![Fig. 13. Computed velocity profile and current lines for fully developed flow at $Ha = 10,000$, $Re = 1000$ in a square duct with conducting Hartmann walls with $c_w = 0.05$ and insulating side-walls.](image-url)

(a) comparison with analytical solution  
(b) with a close look near a side layer
developed flow calculations in the cross section, as well as the three-dimensional developing flow situation. A channel of dimensions $2 \times 2$ was padded with walls with a thickness of 0.1 on all sides. The mesh has $67 \times 67$ cells in the cross section with 4 cells in the Hartmann layer. The grid on a cross section generated for Hartmann number of 10,000 is shown in Fig. 2. The 3D mesh uses 20 mesh points over a length of 20 units. Magnetic field with a value of 1 is applied. Pressure is held fixed at the exit plane, while the electric potential is held fixed at the inflow. The Hartmann walls are assumed to be conducting with a wall conductance ratio $c_w = 0.05$ and the side-walls are insulated.

The 3D case used a fixed mass flow rate of 4 at the inflow, specified as a bi-parabolic profile. This simulation is performed on a parallel cluster with 16 processors. The convergent pressure gradient of 1990.62 was observed in the fully developed region, which is very close to the Hunt’s analytical result of 1972.26.

Fig. 13a gives the comparison between our results at the fully developed region and Hunt’s analytical results. Fig. 13b zooms in the side layer. The numerical results from the consistent and conservative schemes on a collocated non-uniform grid match very well with Hunt’s solution. The figure clearly shows the M-shape formed by the Lorentz force. In fact, we can see that two jets form in the side layers. The turbulence due to the
4.3. Application to 3D MHD flows with conductive walls

Experiments on MHD flows in a conducting rectangular channel with a sudden expansion have been performed recently by Bühler and Horanyi [40]. We simulated these experiments using the current density consistent and conservative scheme. Here we compare the pressure distribution along the upper Hartmann wall. Fig. 14a compares our calculated pressure distribution with the theoretical value (which is a core flow asymptotic solution as \( N \to \infty \)) and the experimental data at \( Ha = 1000 \) and \( N = 1000 \), while Fig. 14b compares at \( Ha = 2000 \) and \( N = 2000 \). The calculated pressure distribution matches well with the experimental data. The numerical results [30] for a fully 3D MHD flows in a circular pipe with conductive walls using the current density conservative scheme on an unstructured grid also match well with the available experimental data. These indicate that the consistent and conservative scheme can be used to accurately simulate the MHD flows with full conducting walls.

![Figure 15](image_url)

*Fig. 15. Three dimensional current streamlines with plot size ratio 1:1:15.*
4.4. Application to 3D MHD flow with fringing magnetic field

A fringing (spatially varying) external magnetic field can induce a three-dimensional MHD flows [14,42] [43]. Numerical simulations using the full set of MHD equations without simplifications have been performed. The applied normalized fringing magnetic field is given as follows [44]:

\[
B_x = \frac{\pi}{2} z B^2 (1 - B^2), \quad B_y = 0, \quad B_z = 4 B^3 (1 - B^2) (1 - 2B^2)
\]

with \(0 \leq x \leq 40, -1 \leq y \leq 1,\) and \(-0.2 \leq z \leq 0.2\). The parameter \(B\) in the above equations is given by the following implicit function of the variable \(x\), and will be numerically solved:

\[
F(B, x) = \frac{2}{\pi} \left( \frac{1}{B} + 0.5 \ln \left( \frac{1 - B}{1 + B} \right) \right) + (x - x^*) = 0
\]

Fig. 16. Current streamline at plane of \(z = 0\) around the fringing area.
Around \( x = x^* \), there is a large magnetic field gradient from Eq. (88). The applied magnetic field is nearly curl free with a small error and exactly divergence free. In this simulation, we take \( Ha = 100 \) and \( Re = 200 \), the inertial effect is not negligible, and the applied magnetic field is along two directions.

The current paths are depicted in Fig. 15. Downstream at some distance from the fringing, the current distribution corresponds to fully developed conditions; the current loops are 2D, and they close in cross-sectional planes. Upstream does not correspond exactly to a fully developed condition, since the applied magnetic field of \( B_z \) is not constant at the inlet; we can also see a weak axial current density here. However, approaching the fringing, the current loops clearly incline in the direction of the motion due to the presence of induced axial currents. The path that encloses the zone shows strong three-dimensional effects. A schematic figure is given to represent the pattern in Fig. 16a, in which current streamlines are plotted on the plane \( z = 0 \). There are current lines that surround the area in which core loops develop. Some of these current streamlines, after entering the fringing area, move to the middle of the channel before again approaching the side walls. The point where the current line narrows, close to the center of the duct, can be interpreted as a saddle point, marked as A in Fig. 16a, and clearly shown in Fig. 16b. It indicates the location where the transverse component of current

![Diagram](image)

(a) pressure along \( y = 0 \) and \( y = 0.995 \), current \( J_y \) along \( y = 0 \)

![Diagram](image)

(b) Velocity in flow direction at the plane of \( z = 0 \) and at different cross section

Fig. 17. Pressure and velocity distributions verse to \( x \) at the plane of \( z = 0 \).
density $J_y$ starts flowing again in the direction of the 2D currents. The trace of core current loops with center marked as $B$ is shown in Fig. 16a and c. The saddle point and closed loops are also found in the three-dimensional MHD flow of a sudden expansion in [24].

The transverse component of current density $J_y$ along the line of $y = 0$ and $z = 0$ has been illustrated in Fig. 17a. The line $J_y = 0$ has two intersections with the curve, which are marked as A and B. A represents the saddle point, and $B$ represents the current core loops’ center, respectively, which have been illustrated in Fig. 16c. The pressure and velocity distributions along the line of $y = 0$ at the plane of $z = 0$ has also been given in Fig. 17a. In the fully developed region, the pressure distribution has a constant gradient. In the fringing region, the pressure reaches the peak value at the center of the closed current loops shown in Fig. 16c. The velocity reaches its lowest value a little distance from the center. This is partly due to the contribution of the axial component of the current density. The local current density distribution with components in flow direction results in Lorentz forces with direction towards the center. The positive value of $J_y$ distribution between the saddle point A and the closed loops’ center B, the negative value of $J_y$ outside of this region will make the Lorentz force acting toward the center B. The schematic Lorentz force directions acting around the center are also illustrated in Fig. 16c. The Lorentz force acting around the center of the closed loops from four directions results in a peak value of pressure at the center of B. As a consequence, a high transversal pressure gradient is induced, as shown in Fig. 17a. In this figure, the pressure distribution along $y = 0$ and along $y = 0.995$ at the plane of $z = 0$ are shown. In the fringing area, the pressure along $y = 0$ is higher than it is along $y = 0.995$ (inside the Hartmann layer) due to the contribution of the axial component of current density. The pressure at $y = 0$ is reduced greatly after it reaches a peak value at the center of the closed loops, which is due to the large negative value of $J_y$ shown in Fig. 17a. In the fully developed region, the pressure gradient and the transversal component $J_y$ of the current density have constant negative values.

Moreover, the pressure gradient around the closed loops’ center B will decelerate the core flow upstream and accelerate it downstream. And the highest pressure at the closed loops’ center expels the flow from the core flow region of the duct to the vicinity of the side walls, generating significant overspeed and an overall M-shaped velocity profile. Fig. 17b shows the velocity distribution in a rectangular duct, calculated near the center and near the side. In the region where the magnetic field varies, the velocity is strongly reduced in the center, while it increases near the side.

5. Conclusions

A general second-order projection method has been developed for incompressible Navier–Stokes equations with the Lorentz force included. This method can balance the pressure gradient and the Lorentz force for a fully developed core flow and simplifies boundary conditions for the pressure. A consistent and conservative scheme has been designed for the calculation of the current density and the Lorentz force on a collocated rectangular grid. The consistent method can ensure the calculated current fluxes divergence free in a control volume. The current density at a cell center needed to calculate the Lorentz force is determined using a conservative interpolation from the fluxes at the cell faces. It is also demonstrated that only consistent current at the cell center can be used to accurately calculate the Lorentz force. This projection method and the consistent and conservative scheme have been applied for MHD flows at high Hartmann numbers. The current density consistent and conservative scheme can be applied to do direct simulations of MHD at low magnetic Reynolds number with high or low Hartmann numbers, with or without strong inertial terms, with conducting or insulated walls. It is also extended for MHD flows in a complicated geometry on an arbitrary unstructured collocated grid system [30], in which a fully conservative formulation of the Lorentz force has been employed to conduct the simulation. Future work including simulations of unsteady MHD flows with parallel algorithms and advanced accelerated techniques employed will be conducted using the current density conservative scheme.
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